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Abstract
A new reformulation of a free boundary problem for the Stokes equations, which govern a viscous
flow with an overdetermined condition on the free boundary, is proposed. The idea of the method
is to transform the governing equations into a boundary value problem with a complex Robin
boundary condition that couples the two boundary conditions on the free boundary. The proposed
formulation gives rise to a new cost functional that apparently has not been exploited in the context
of free surface problems. The shape derivative of the cost function, constructed using the imaginary
part of the velocity and pressure solution in the whole domain, is computed in order to identify
the free boundary. The shape gradient information is then utilized in a domain variation method
based on a preconditioned steepest descent algorithm to solve the shape optimization problem.
Numerical results illustrating the applicability of the method are provided in both two and three
spatial dimensions. For validation and evaluation of the method, the numerical results are compared
with those obtained via the classical tracking Dirichlet data.

Keywords: coupled complex boundary method, free surface flow, shape optimization, shape derivatives,
rearrangement method, and adjoint method

1 Introduction
We study a free boundary problem for fluid flows arising in various applications including magnetic
shaping processes in which the fluid’s shape is influenced by the Lorentz force. The model involves
the Stokes flow equations and a pressure balance equation on the free boundary, disregarding surface
tension effects [1]. Two model problems can be considered in this context. The first involves fluid
confinement in a mould with an unknown internal boundary. The second deals with a portion of the
fluid boundary adhering to a solid while the rest is free and interacts with the surrounding air. In this
work, we focus on the second case for d-dimensional geometries, where d is 2 or 3. That is, we are
particularly interested in the free surface problem, similar to the Bernoulli problem [2, 3], but with the
Stokes equations replacing the Laplace equation.
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Main Problem. Consider a simply connected bounded domain ω ⊂ Rd with boundary Γ := ∂ω. The
fluid is considered levitating around ω which is influenced by a gravity-like force f , and occupies then
the domain Ω = B \ω, where B is a larger bounded, simply connected domain with boundary Σ := ∂B
containing ω. The incompressible viscous flow occupying Ω, the velocity field u, and the pressure p are
then supposed to satisfy the overdetermined system of Stokes equations in non-dimensional form:


−α∆u+∇p = f in Ω,

∇ · u = 0 in Ω,

u = g on Γ,

u · n = 0 and − pn+ α∂nu = 0 on Σ,

(1)

where α := Re−1, and Re > 0 is the Reynolds number, ∂n denotes the normal derivative, and n is the
outer unit normal vector to Σ (see [1, 4]).1 The boundary data g is a prescribed velocity which triggers
the motion of Γ while the boundary condition imposed on the free surface Σ indicate zero ambient
pressure and negligible surface tension effects2. The slip boundary condition u · n = 0 on Σ permits
tangential velocities on the boundary, but neither inflow or outflow cannot occur. This condition is
appropriate for problems that involve free boundaries such as the well-known coating problem [5, 6] and
situations where the usual no-slip condition u = 0 is not valid (e.g., flows past chemically reacting walls
[7, 8]). The distinctions between slip and no-slip boundary conditions have been heavily discussed in
the literature. The no-slip condition has been well established (see, e.g., [9, 10]) for moderate pressures
and velocities through direct observations and by comparing numerical simulations with experimental
findings across a wide range of intricate flow scenarios. Early experiments revealed that low-temperature
slip occurs on solid surfaces, specifically when the Knudsen numbers are sufficiently large, resulting in
velocity slip at the wall surface. This phenomenon is also observed in hydraulic fracturing and biological
fluids [8], representing examples of nonlinear fluid flows.

Known approaches. Motivated by various applications like ship hydrodynamics [11] and thin film man-
ufacturing [12], numerical solutions for flows with freely moving boundaries are crucial. These problems
involve determining both the flow variables and the unknown boundary, referred to as the “free bound-
ary.” Due to the complexity of resolving these unknowns simultaneously, an iterative numerical solution
is necessary and can be obtained through different methods [13, 14].

Free surface problems (FSPs) such as (1) consist of overdetermined boundary conditions on the unknown
part of the boundary. To handle this issue, we can reframe them as shape optimization problems; see,
e.g., [1, 4].3 There are different approaches to doing this. One common strategy is to select one of the
boundary conditions on the unknown boundary to establish a well-defined state equation (cf. [17–21]).
Then, we can track the remaining boundary data using an appropriate norm; for example, using the L2-
norm. Another approach involves utilizing the Kohn–Vogelius cost functional. This formulation includes
two auxiliary problems each posed with one of the boundary condition on the free boundary (see [22–24]
for the Bernoulli problem and [1, 4] for an FSP). More precisely, one considers the minimization problem

JKV (Ω) :=
1

2

∫
Ω

|∇ (uN − uD)|2 dx → inf, (2)

1To make the boundary condition on the free part Σ physically relevant, we write (1) in terms of the symmetric deformation
tensor σ(u) = 1

2 (∇u+∇u>). Because ∇·u = 0, we have 2α∇·σ(u) = α∆u in Ω. Also, we have −α∂nu+pn = (−2µσ(u)+pid)n
on Σ, see [1]. Here, however, we follow [4] for the notations.

2The zero-surface tension assumption is a typical setup in the literature which not only simplify the discussion, but also allows
one to ignore technical difficulties resulting from higher derivative terms.

3The same technique – but in the context of optimal shape design problems – of finding the boundary that minimizes a norm
of the residual of one of the free surface conditions, subject to the boundary value problem with the remaining free surface
conditions imposed, has also been used for potential free surface flows in [15, 16].
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where the state variables uN := uN (Ω) and uD = uD(Ω) respectively satisfy the following well-posed
systems of partial differential equations (PDEs):

−α∆uD +∇pD = f in Ω,

∇ · uD = 0 in Ω,

uD = g on Γ,

uD · n = 0 and α∂nuD · τ = 0 on Σ;

(3)


−α∆uN +∇pN = f in Ω,

∇ · uN = 0 in Ω,

uN = g on Γ,

−pNn+ ∂nuN = 0 on Σ.

(4)

In (3), τ denotes the tangential vector to Σ. Meanwhile, for tracking-boundary-data cost functional
approach, the following minimization problems can be considered:

JD(Ω) :=
1

2

∫
Σ

(uN · n)2 dσ → inf, (5)

JN (Ω) :=
1

2

∫
Σ

|−pDn+ ∂nuD|2 dσ → inf, (6)

where, of course, uD and uN satisfy problems (3) and (4), respectively.

The equivalence between each of the formulations (2), (5), and (6), and problem (1) can easily be
demonstrated, see [4, Rem. 2.2]. Here, it should be noted that the equation JKV (Ω) = 0 is equivalent to
the existence of λ0 ∈ R such that (uD, pD) = (uN , pN +λ0) [1]. Meanwhile, we note that JN requires a
higher degree of regularity of the state variables to be well-defined. Therefore, using this cost functional
in numerical experiments may be impractical without ensuring high regularity of the state variables.
In (2), (5), and (6), the infimum has always to be taken over all sufficiently smooth domains. For the
feasibility of these approaches, with g ≡ 0, we refer to [4].

Remark 1.1. One may opt to penalize, instead of JKV , by the cost functional

JL2(Ω) :=
1

2

∫
Ω

|uN − uD|2 dx.

Compared to JKV , however, the shape gradient of JL2 is more complex and computationally expensive
to evaluate due to additional systems of PDEs (cf. [25]).

New strategy and novelty. In this study, we offer a novel shape optimization approach to solve (1).
We introduce the coupled complex boundary method (CCBM) as a new application in this field. The
method’s starting point is similar to [26], but we incorporate the concept of complex PDEs. The basic
idea is to combine Dirichlet and Neumann data into a Robin boundary condition, where the Dirichlet
data represents the real part and the Neumann data represents the imaginary part. This transformation
allows us to combine the boundary conditions on the free surface into a single condition that must be
satisfied within the domain. Consequently, a new cost functional (see (14)) is introduced, which has
not been explored in existing literature. This reformulation seems advantageous as it involves a volume
integral and incorporates a more regular adjoint state compared to boundary-data tracking-type cost
functions.

CCBM, introduced by Cheng et al. [27, 28], initially addressed an inverse source problem [27] and
a Cauchy problem [28]. It was subsequently applied to solve inverse conductivity problems [29] and
parameter identification in elliptic problems [30]. Afraites [31] then used CCBM for inverse obstacle
problems, and Rabago [32] applied it to the exterior Bernoulli problem. While CCBM has been employed
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for solving an inverse Cauchy Stokes problem [33], this work stands out as the first to apply CCBM to
tackle free surface problems, specifically in relation to solving (1).

Contributions to the literature. The main contributions and highlights of this study are listed as follows.

• This work introduces a new cost functional for the free surface problem, resulting directly from the
CCBM formulation; see (14). Notably, this cost functional has not been examined in the existing
literature.

• The study focuses on the rigorous computation of the first-order shape derivative of the cost functional
associated with CCBM (see Theorem 3.4), using only the Hölder continuity of the state variables
(see Lemma 3.10). This approach differs from the classical approach, which typically relies on either
the material or shape derivatives of the states (see, e.g., [1, 4, 32]). In fact, our approach bypasses
the need for computing these derivatives.

• The proof of the Hölder continuity of the state variables proceeds in a slightly different manner from
the usual strategy found, for instance, in [21, 34, 35]. Applying the technique used in these papers
poses challenges in eliminating pressure variables and obtaining a consistent estimate for the velocity
difference between transformed and steady cases of the Stokes problem. See the proof of Lemma 3.10
for the details.

• To our knowledge, previous numerical studies on the free boundary problem with the Stokes equations
(see [4]) only dealt with two-dimensional (2D) cases. However, our study goes a step further by
testing the proposed method in three-dimensional (3D) problems. In fact, the numerical part of
the paper reveals that our formulation exhibits a smoothing effect, particularly in 3D cases, when
approximating a solution to the overdetermined BVP (1); refer to subsection 4.2.2 for more details.

The remainder of the paper is organized as follows. In Section 2, we will demonstrate how problem (1) is
formulated into a shape optimization problem via CCBM. The well-posedness of the CCBM formulation
is also discussed in this section. Meanwhile, we devote Section 3 to computing the boundary integral
expression of the shape gradient of J . This paper section begins with a brief overview of shape calculus
concepts relevant to the study, followed by a concise list of tangential shape calculus identities. The main
result, concerning the shape gradient of the cost, is rigorously characterized using the rearrangement
method – referencing [21, 35]. Section 4 discretizes the continuous formulation and presents a numerical
algorithm based on the Sobolev gradient method for solving the discrete shape optimization problem.
This section is divided into two parts: discussing the iterative scheme (subsection 4.1) and presenting
numerical experiments in 2D and 3D (subsection 4.2). The paper concludes in Section 5 with a brief
summary of the study and a mention of future work.

The paper also contains three appendices wherein we provide some details of the proofs of the well-
posedness of the state problem (Appendix A), show the computation of some identities used in the
investigation (Appendix B), and demonstrate the derivation of the shape gradient via the chain rule
approach (Appendix C).

2 CCBM in shape optimization settings
We present here the proposed coupled complex boundary method formulation of (1) and discuss the
well-posedness of the state problem.

2.1 The coupled complex boundary method formulation
CCBM suggests to write the boundary conditions on the free boundary as one condition. This means
to consider the complex boundary value problem (BVP)

−α∆u+∇p = f in Ω,

∇ · u = 0 in Ω,

u = g on Γ,

−pn+ α∂nu+ iunn = 0 on Σ,

(7)
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where i =
√
−1. Letting (u, p) := (ur + iui, pr + ipi) denote the solution of (7), it can be shown that

the real vector-valued functions ur and ui, and real-valued functions pr and pi, respectively satisfy the
real PDE systems: 

−α∆ur +∇pr = f in Ω,

∇ · ur = 0 in Ω,

ur = g on Γ,

−prn+ α∂nur = (ui · n)n on Σ,

(8)


−α∆ui +∇pi = 0 in Ω,

∇ · ui = 0 in Ω,

ui = 0 on Γ,

−pin+ α∂nui = −(ur · n)n on Σ,

(9)

Hereinafter, if there is no confusion, we represent the real and imaginary parts of a complex-valued
function by attaching to it the subscript · r and · i, respectively.

Remark 2.1. Observe from (9) that if ui = 0 and pi = 0 in Ω, then we have ui = ∂nui = 0 and pi = 0
on Σ, and thus ur · n = 0 on Σ. From (8) and (9), we see that the pair (Ω,ur) solves the original free
boundary problem (1). Conversely, if (Ω,u) is the solution to (1), then clearly ur and ui satisfy (8)
and (9).

We can infer from the previous remark that the original free boundary problem (1) can be reformulated
as an equivalent shape optimization problem, which is given as follows.

Problem 2.2. Given a fixed interior boundary Γ and a function f , find an annular domain Ω, with
the exterior boundary denoted by Σ := ∂Ω \ Γ, and a function u := u(Ω) such that ui = 0 in Ω and
u = ur + iui solves the PDE system (7).

2.2 Notations and well-posedness of the state problem
We discuss here the well-posedness of the PDE system (7). For simplicity, we carry out the analysis on
the basis of homogenous Dirichlet boundary conditions on the fixed boundary Γ, i.e., g = 0. Accordingly,
we assume that 〈u,n〉Σ = 0. Extension to non-homogeneous Dirichlet boundary conditions can be
accomplished by standard techniques. In this case, appropriate assumptions on g have to be imposed
(i.e., g ∈ Hk

loc(Rd)d, for some k ∈ N, and 〈u,n〉Σ = −〈u,n〉Γ > 0; cf. [9, Lem. 2.2, p. 24]).

Notations. We first introduce some notations. We start with the normal derivative ∂n := ∂/∂n =

n · ∇ = n>∇ =
∑d

i=1 ni(∂/∂xi), where n = (n1, . . . , nd)
> ∈ Rd is the outward unit normal vector to Ω

and ∇ :=
(
∂/∂x1, . . . , ∂/∂xd

)>. We denote the inner product of two (column) vectors a,b ∈ Rd in Rd

by a · b := a>b ≡ 〈a,b〉Rd = 〈a,b〉, respectively, where the latter is used when there is no confusion.
We also add that we occasionally write ϕn instead of ϕ · n, where ϕ is a vector-valued function, for
economy of notation and to save space.

For a vector-valued function u := (u1, u2, . . . , ud)
> : Ω → Rd, the gradient of u, denoted by ∇u, is a

second-order tensor defined as ∇u = (∇u)ij := (∂uj/∂xi)i,j=1,...,d, where (∇u)ij is the entry at the ith
row and jth column. Meanwhile, the Jacobian of u, denoted by Du (the total derivative of u), is the
transpose of the gradient (i.e., Du = (Du)ij = (∂ui/∂xj)i,j=1,...,d = ∇>u). Appropriately, we write
the n-directional derivative of u as ∂nu := (Du)n. For later use, the second-order normal derivative of
a sufficiently smooth function ϕ is denoted by ∂2nnϕ.

Let 1 6 p 6 ∞ and m be a non-negative integer. The function spaces Wm,p(Ω), W 0,p(Ω) = Lp(Ω),
and Hm(Ω) = Wm,2(Ω) denote the standard real Sobolev spaces equip with their natural norms also
expressed in the usual notations (i.e., ‖ · ‖Wm,p(Ω) and ‖ · ‖Hm(Ω) are the standard Sobolev norms); see,
e.g., [36, Chap. IV].
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For vector-valued functions, we define the Sobolev space

Hm(Ω)d := {u = (u1, u2, . . . , ud)
> : Ω → Rd | ui ∈ Hm(Ω) for i = 1, . . . , d}.

Its associated norm is given by ‖u‖Hm(Ω)d = (
∑d

i=1 ‖ui‖2Hm(Ω))
1/2. Similar definition is given when Ω is

replaced by ∂Ω. Unless stated otherwise, we assume in the paper that Ω ⊂ Rd is a bounded, non-empty,
connected set, and at least of class C1,1.

Now, in this paper, we let Hm(Ω)d be the complex version of Hm(Ω)d with the inner product ((·, ·))m,Ω,d

and norm ||| · |||m,Ω,d defined respectively as follows:

for all u,v ∈ Hm(Ω)d, ((u,v))m,Ω,d =

d∑
j=1

(ui, vi)m,Ω and |||v|||m,Ω,d =
√

((v,v))m,Ω,d.

Also, for ease of writing, we will use the following notations in the paper:

X := H1(Ω)d, VΓ := H1
Γ,0(Ω)

d, Q := L2(Ω), Q
◦
=

{
q ∈ Q |

∫
Ω

q dx = 0

}
,

V
◦
:= H1

0(Ω)
d, V

◦
0 =

{
v ∈ V

◦
| ∇ · v = 0

}
, (∇ · v, q) := (∇ · v, q)Ω =

∫
Ω

q̄∇ · v dx,

V
◦
⊥ =

{
v ∈ V

◦
| (v,w)X = 0, ∀w ∈ V

◦}
, (v,w)X :=

∫
Ω

(∇v : ∇w + v ·w) dx.

In above, the operation ‘:’ stands for the Frobenius inner product and is defined as

∇v : ∇w =

d∑
i,j=1

∂vj
∂xi

∂wj

∂xi
=
∂vj
∂xi

∂wj

∂xi
∈ R.

In above equation, Einstein’s notation for summation is applied. We have introduced it here since this
notational convention will be heavily utilized in the latter part of subsection 3.3. Meanwhile, because
V
◦
0 is a closed subspace of V

◦
, we have the decomposition V

◦
= V

◦
0⊕V

◦
⊥. Also, with the above definitions,

we sometimes write |||v|||X = |||v|||1,Ω,d and |||q|||Q = |||q|||0,Ω, and drop d when there is no confusion.

Lastly, throughout the paper, c will denote a generic positive constant which may have a different value
at different places. Also, we occasionally use the symbol “.” which means that if x . y, then we can
find some constant c > 0 such that x 6 cy. Of course, y & x is defined as x . y. Other notations are
standard and will only be emphasized for clarity.

Now we exhibit the weak-formulation of the complex PDE system (7). On this purpose, we introduce
the following forms:

a(ϕ,ψ) =

∫
Ω

α∇ϕ : ∇ψ dx+ i

∫
Σ

(ϕ · n)(ψ · n) dσ, ∀ϕ,ψ ∈ VΓ,

b(ϕ, λ) = −
∫
Ω

λ̄(∇ ·ϕ) dx, ∀ϕ ∈ VΓ, ∀λ ∈ Q,

F (ψ) =

∫
Ω

f ·ψ dx, ∀ψ ∈ VΓ.

(10)

We can then state the weak formulation of (7) as follows: find (u, p) ∈ VΓ ×Q such that

a(u,ϕ) + b(ϕ, p) = F (ϕ), ∀ϕ ∈ VΓ, and b(u, λ) = 0, ∀λ ∈ Q. (11)

Our first proposition is given next.
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Proposition 2.3. For a given f ∈ L2(Ω)d, the weak formulation of (7) given above admits a unique
solution (u, p) ∈ VΓ ×Q which depends continuously on the data. Moreover, we have

|||u|||X , |||p|||Q . |||f |||0,Ω.

The proof of the proposition is based on standard arguments as in the real case. Indeed, the validity of
the statement follows from the continuity of the sesquilinear form a(·, ·) on VΓ × VΓ, its coercivity on
VΓ ⊂ X, i.e., to show that there exists a constant ca > 0 such that

<(a(ϕ,ϕ)) > ca|||ϕ|||X , ∀ϕ ∈ VΓ, (12)

the continuity of F on VΓ, and on an inf-sup condition. For the final condition, the bilinear form b must
satisfy the requirement that there exists constant β0 such that

inf
λ∈Q
λ 6=0

sup
ϕ∈VΓ
ϕ 6=0

b(ϕ, λ)

|||ϕ|||X |||λ|||Q
> β0 > 0. (13)

Some details of the argumentation is provided in Appendix A for reference.

2.3 The proposed shape optimization formulation
To solve Problem 2.2, we introduce the cost functional

J(Ω) =
1

2
‖ui‖2L2(Ω)d +

1

2
‖pi‖2L2(Ω) =

1

2

∫
Ω

(
|ui|2 + |pi|2

)
dx, (14)

where (ui, pi) is subject to the state problem (7). Notice that compared to JKV , the cost functional J
only requires the solution of a single complex PDE problem to be solved. The optimization problem
we consider here is the problem of minimizing J(Ω) over a set of admissible domains Oad, where Oad
is essentially the set of Ck,1, k > 1, k ∈ N, (non-empty) doubly connected domains with (fixed) interior
boundary Γ and (free) exterior boundary Σ. In other words, we consider the shape optimization problem
that reads as follows: find Ω such that

J(Ω) = min
Ω̃∈Oad

J(Ω̃). (15)

We note that it is actually enough to consider Γ to be only Lipschitz regular to derive the shape
derivative of J , but for simplicity we also assume it to be Ck,1 regular. We emphasize that, in this
paper, we will not tackle the interesting question of existence of optimal solution to (15). Instead, we
will tacitly assume the existence of the solution to (1) and adopt the minimization approach (15) to
resolve the problem numerically.

To numerically solve (15), we will apply a shape-gradient-based descent method based on the finite
element method (FEM). The shape derivative of the cost will be exhibited in the next section using
shape calculus [37–41].

3 Computation of the shape derivative
The main purpose of this section is to prove our main result given by Theorem 3.4.

3.1 Some concepts from shape calculus
Prior to computing the shape gradient of the cost functional J , we provide in this section a concise
overview of key concepts and results from shape calculus.
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Consider a (convex) bounded hold-all domain U of class Ck,1, k > 1, strictly containing Ω (the closure
of Ω). Given a t-independent deformation field θ := (θ1, θ2, . . . , θd)

> belonging to the admissible space4

Θk := {θ ∈ Ck,1(U)d | θ = 0 on Γ ∪ ∂U}, (16)

where k ∈ N (later on specified as what is needed), we define Tt as the perturbation of the identity id5

given by the map
Tt = Tt(θ) = id+ tθ, T0 = id, (Tt : U 7−→ Rd). (17)

We express the perturbation of the reference domain Ω as Ωt := Tt(Ω). Then, accordingly, we write
Σt := Tt(Σ), and we have Γt := Tt(Γ) ≡ Γ since θ = 0 on Γ. In addition, of course, Ω0 = Ω and Σ0 = Σ.

Now, for a fixed ε > 0 (which is assumed sufficiently small for technical reasons), we define the set of
all admissible domains Oad as follows

Oad =
{
Tt(θ)(Ω) ⊂ U | Ω ∈ Ck,1, k ∈ N, t ∈ I := [0, ε],θ ∈ Θk

}
. (18)

The functional J : Oad → R has a directional first-order Eulerian derivative at Ω in the direction of
the field θ if the limit

lim
t↘0

J(Ωt)− J(Ω)

t
=: dJ(Ω)[θ] (19)

exists [37, Eq. (3.6), p. 172]. The functional J is said to be shape differentiable at Ω if the limit exists
for all θ ∈ Θk and the map θ 7→ dJ(Ω)[θ] is linear and continuous on Θk. In this case, we refer to the
map as the shape gradient of J .

We introduce a few more notations for ease of writing. We denote by DTt the Jacobian matrix of Tt
and write the inverse and inverse transpose of this matrix by (DTt)

−1 and (DTt)
−> := ((DTt)

>)−1,
respectively. Also, we define the following:

It := det DTt, At := It(DT
−1
t )(DTt)

−>, Bt := It|Mtn|, Mt := (DTt)
−>. (20)

At t = 0, it is evident that I0 = 1, DT−1
0 = (DT0)

−> = id, A0 = id, and B0 = 1.

We also introduce the following notations for frequent use in subsection 3.3:

dt := It − 1, mt :=M>
t − id, at := At − id, and bt := Bt|Mtn|−2 − 1. (21)

Now, let – for the rest of this subsection – I = [−ε, ε]. For sufficiently small ε > 0, It is positive, and
the following regularity properties of Tt can be shown (see, e.g., [21, 35, 37]):

[t 7→ Tt] ∈ C1(I, C1,1(U)d), [t 7→ DTt] ∈ C1(I, C0,1(U)d×d),

[t 7→ T−1
t ] ∈ C(I, C1(U)d), [t 7→ (DTt)

−>] ∈ C1(I, C(U)d×d),

[t 7→ It] ∈ C1(I, C0,1(U)),
d

dt
(DTt)

±1
∣∣
t=0

= lim
t→0

(DTt)
±1 − id

t
= ±Dθ,

[t 7→ It] ∈ C1(I, C(Ω)), d

dt
It
∣∣
t=0

= lim
t→0

It − 1

t
= lim

t→0

dt
t

= div θ,

[t 7→ At] ∈ C(I, C(U)d×d),
d

dt
At

∣∣
t=0

= lim
t→0

At − id

t
= lim

t→0

at
t

= A,

[t 7→ At] ∈ C1(I, C(Ω)d×d), A := (div θ)id−Dθ − (Dθ)>,

[t 7→ Bt] ∈ C1(I, C(Σ)), d

dt
Bt

∣∣
t=0

= lim
t→0

Bt − 1

t
= divΣ θ,

(22)

4Here, and throughout the paper, Ck,1( · )d := Ck,1( · ;Rd). Similarly, Ck,1( · )d×d := Ck,1( · ;Rd×d).
5Here, id is also used to denote the identity matrix in d-dimension. If there is no confusion, this abuse of notation is used

throughout the paper.
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where divΣθ = div θ
∣∣
Σ
− (Dθn) · n denotes the tangential divergence of the vector θ on Σ. Based on

the above properties of Tt, we note that there is a constant C > 0 such that |DT−1
t (x)|∞ < C < ∞,

for all x ∈ U ; see, e.g., [19, eq. (2.9)].

Additionally to the above properties, we assume that for t ∈ I, we have

0 < Λ1 6 It 6 Λ2 and 0 < Λ3|ξ|2 6 Atξ · ξ 6 Λ4|ξ|2, (23)

for all ξ ∈ Rd, for some constants Λ1, Λ2, Λ3, and Λ4 (Λ1 < Λ2, Λ3 < Λ4).

Furthermore, as we intend to refer a function ϕt : Ωt → Cd to the reference domain Ω using Tt, we
make use of the notation ϕt := ϕt ◦ Tt : Ω → Cd.

To close the section, we state some auxiliary results that will be helpful with our investigation. Let
θ ∈ Θk, k > 1, Ωt ⊂⊂ U for all sufficiently small t > 0. Then, for a vector-valued function ϕ =
(ϕ1, ϕ2, . . . , ϕd)

> ∈ H2(U)d, we have

lim
t→0

‖ϕ ◦ Tt −ϕ‖H1(U)d = lim
t→0

(
d∑

i=1

‖ϕi ◦ Tt − ϕi‖H1(U)

)1/2

= 0. (24)

Moreover, the maps t 7→ ϕ ◦ Tt from I → H1(Ω)d and t→ Itϕ ◦ Tt from I to L2(Ω)d are differentiable
at t = 0, and we have

lim
t→0

1

t
(ϕ ◦ Tt −ϕ) = Dϕθ and lim

t→0

1

t
(Itϕ ◦ Tt −ϕ) = ∇ · (ϕ⊗ θ), (25)

where ∇ ·(ϕ⊗θ) = (div(ϕ1θ),div(ϕ2θ), . . . , div(ϕdθ))
>, and ⊗ denotes the outer product; i.e., ϕ⊗θ =

ϕθ> = (ϕjθk)jk where j, k = 1, . . . , d.

The proofs of the above results are omitted since they are standard and follow similar arguments used
for the case of scalar functions, see, e.g., [21, 37].

3.2 Some identities from trangential shape calculus
In the next section, we will observe that the shape gradient of J incorporates elements from tangential
shape calculus (see, e.g., [37, Chap. 9, Sec. 5] or [38, Sec. 5.4.3, pp. 216–221]). To aid our investigation,
we gather here some expressions that will be referenced in our subsequent discussions.

Definition 3.1 ([37, eq. (5.17) – (5.19), p. 497]). Let Ω be a domain in Rd with C1,1 smooth boundary
Γ := ∂Ω. Then, for any given functions ψ ∈ C1(Γ) and ϕ ∈ C1(Γ;Rd), with C1 extensions ψ̃ and ϕ̃ into
a neighborhood of Γ, the following expressions are well-defined:

• ∇Γψ := ∇ψ̃
∣∣
Γ
− ∂nψ̃n ∈ C0(Γ)d;

• DΓϕ = Dϕ̃
∣∣
Γ
−Dϕ̃n⊗ n ∈ C0(Γ)d×d;

• ∇Γ ·ϕ := divΓϕ = div ϕ̃
∣∣
Γ
−Dϕ̃n · n ∈ C0(Γ).

With the above definitions, the formulas in the next lemma can easily be verified.

Lemma 3.2 ([37, eq. (5.26) – (5.27), p. 498]). Consider a C1,1 domain Ω with boundary Γ := ∂Ω and
let κ be the mean curvature of Γ. Then, for ψ ∈ H1(Γ) and ϕ ∈ C1(Γ;Rd) the following identities hold:

• Tangential divergence formula: divΓ(ψϕ) = ∇Γψ ·ϕ+ ψ divΓϕ;

• Tangential Stokes’ formula:
∫
Γ

divΓϕ dσ =

∫
Γ

κϕ · n dσ;

9



• Tangential Green’s formula:
∫
Γ

(∇Γψ ·ϕ+ ψ divΓϕ) dσ =

∫
Γ

κψϕ · n dσ.

Another version of the tangential Green’s formula (whose proof can be found, for instance, in [39]) is
given in the next lemma (see, e.g., [41, eq. (2.144), p. 92]).

Lemma 3.3. Let U be a bounded domain of class C1,1 and Ω ⊂ U with boundary Γ := ∂Ω. Consider
the functions ϕ ∈ C1,1(U ;Rd) and ψ ∈W 2,1(U). Then,∫

Σ

(∇ψ ·ϕ+ ψ divΣϕ) dσ =

∫
Σ

(∂nψ + ψ divΣ n)ϕ · n dσ.

Let Md×d be the space of matrices of size d × d. In what follows, we write the tangential differential
operators over Γ with the subscript · Γ. For ϕ ∈ W1,1(∂Ω) and M ∈ W 1,1(∂Ω;Md×d), the following
operators are defined on Γ := ∂Ω:

• ∇Γϕ := ∇ϕ− (∇ϕn)⊗ n; 6

• divΓ M := divM− (∇Mn)n (see, e.g., [37, eq. (5.11), p. 496]);
• ∆Γϕ := divΓ(∇Γϕ) (see, e.g., [37, eq. (5.12), p. 496]).

In the next section, we will exhibit the computation of the shape gradient of J . Throughout the paper,
we shall refer to the proposed shape optimization approach (15) simply as CCBM.

3.3 Computation of the shape gradient
In this subsection we compute the shape derivative of J rigorously via rearrangement method in the
spirit of [21, 35] given that f ∈ H1(U)d, Ω is of class C1,1, and θ ∈ Θ1. Before we proceed, we will discuss
below the advantages of the method we use to calculate the shape derivative of the cost functional J and
comment on other studies that deal with the computation of shape derivatives for the Stokes equations.

• The rearrangement method, introduced and developed in [21, 35], allows the computation of the
shape derivatives of cost functionals without involving the shape derivative of the state variables
where high regularity of the domain is required. In fact, one only require the state variables to be
Lipschitz continuous with respect to geometry perturbations. Consequently, a mild C1,1 regularity
assumption on the domain is sufficient. In [1], the authors required Ω to be of class C2,1 in order to
establish the shape derivative of the cost function JKV .

• In [4], Kasumba calculated the shape gradients of JD, JN , and JKV using the strong form of the
shape derivative of the states u′

D, u′
N, p′D, and p′N . This necessitates higher regularity assumptions

on the state variables, implying that Ω needs to be C2,1 smooth. However, in our approach, we only
require the Hölder continuity of the states ut, pt. Accordingly, a C1,1 smoothness assumption on Ω is
enough.

• The shape derivative for the Stokes equations with a Dirichlet boundary condition (on the free
boundary) are well-known for a long time since the pioneering work of Simon [42] (see also the work
of Caubet et al. [43] for a recent related work, but for an inverse problem). The computations of the
shape gradients carried out in [42, 43] require the strong form of the shape derivative of the states.
The existence of the strong solutions to the shape derivative equations requires a C2,1 regularity
assumption on the boundary of the domain, and the sufficient smoothness of the data.

• We emphasize that even in the class of C2,1 domains, the shape derivative of the states may not
always exist. This occurs when the data lacks the required regularity for the shape derivative of
the state solution to be in the H1 space. Consequently, the chain rule cannot be used to derive the

6Given a vector ϕ := (ϕ1, . . . , ϕd)
>, we note the relation (DΓϕ)> = (∇Γϕ1, . . . ,∇Γϕd) = ∇Γϕ, where ∇Γϕi, i = 1, . . . , d, is

a column vector.
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shape derivative of the cost due to this lack of shape differentiability. However, the rearrangement
technique remains applicable in this case, which is one of the main features of this approach. For a
more in-depth discussion, we refer readers to [35, Sec. 3.5].

• We also mention that in [35], the authors derived the shape derivative of the stationary Navier-Stokes
equation, but again with pure Dirichlet boundary condition.

In summary, the main advantage of the method we will employ to prove the main result lies in its
independence from the existence of the weak solution of the shape derivative of the states. Such a key
feature is especially advantageous when dealing with less regular data and domains. As a result, the
proposed demonstration of shape sensitivity analysis in this study serves as a reference for computing
shape derivatives of cost functionals in free surface problems with less smooth data. This topic will be
considered in our future study.

Given the compatibility condition ∫
Σ

v · n dσ = −
∫
Ω

pi dx.

for the adjoint variable v (which we assume without further notice), our main result is given in the
following theorem.

Theorem 3.4. Let f ∈ H1(U)d, Ω be of class C1,1, and θ ∈ Θ1. Then, J is shape differentiable and
its shape derivative is given by dJ(Ω)[θ] =

∫
Σ
gΣn · θ dσ where7

gΣθn = ={B[θn] · v}+
1

2

(
|ui|2 + |pi|2

)
θn,

B[θn] = fθn −∇Σ(pθn) + divΣ [α(∇Σu)θn] + idivΣ(θnu)n

+ iun∇Σθn + κ [pn− iunn] θn,

(26)

and κ denotes the mean curvature of the free boundary Σ, u = ur + iui and p = pr + ipi is the unique
pair of solution to (7), and the pair of adjoints (v, q), where v = vr + ivi and q = qr + iqi, uniquely
solves the adjoint system 

−α∆v +∇q = ui in Ω,

−∇ · v = pi in Ω,

v = 0 on Γ,

−qn+ α∂nv − i(v · n)n = 0 on Σ.

(27)

The proof of the proposition relies on several lemmas that we first prove below. To start, we present
the weak formulation of (27). Let us then introduce the following forms:

ã(ϕ,ψ) =

∫
Ω

α∇ϕ : ∇ψ dx− i

∫
Σ

(ϕ · n)(ψ · n) dσ, ∀ϕ,ψ ∈ VΓ,

F̃ (ψ) =

∫
Ω

ui ·ψ dx, ∀ψ ∈ VΓ.

(28)

Hence, the weak formulation of (27) can be stated as follows:

find (v, q) ∈ VΓ ×Q such that
{
ã(v,ψ) + b(ψ, q) = F̃ (ψ), ∀ψ ∈ VΓ,

b(v, µ) = (µ, pi), ∀µ ∈ Q.
(29)

Remark 3.5. Given the compatibility condition 〈v,n〉Σ = −(pi, 1)Ω, the well-posedness of the above
problem (cf. [10, Chap. 4, exercise 6.2]) can be verified using similar arguments issued in subsection

7Here ∇Σ is the tangential gradient operator on Σ. The intrinsic definition of the operator is given, for instance, in [37, Chap.
5., Sec. 5.1, p. 492].
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2.2 for the state problem (7) (provided, of course, (11) admits a unique solution (u, p) ∈ VΓ × Q).
Particularly, one can show that an inf-sup condition (cf. (13)) holds for the above variational problem.

Remark 3.6. For f ∈ Hk(Ω)d and Ω of class Ck+1,1, k a non-negative integer, it can be shown that the
weak solution (u, p) ∈ X×Q to the variational problem (11) is also Hk+2(Ω)d×Hk+1(Ω). In particular,
ui ∈ Hk+2(Ω)d and pi ∈ Hk+1(Ω). Consequently, we find that the weak solution (v, q) of problem (29)
is not only in VΓ ×Q, but is also an element of Hk+2(Ω)d ×Hk+1(Ω).

At this juncture, we introduce the following sesquilinear forms at, ãt ∈ VΓ × VΓ → R and linear forms,
bt : VΓ×Q→ R and F t, F̃ t : VΓ → R (which are essentially the transformed versions of the forms listed
in (10) and (28)) defined as follows:

at(ϕ,ψ) =

∫
Ω

αAt∇ϕ : ∇ψ dx+ i

∫
Σ

Bt

|Mtn|2
(M>

t ϕ · n)(M>
t ψ · n) dσ,

bt(ϕ, λ) = −
∫
Ω

Itλ̄(M
>
t : ∇ϕ) dx,

F t(ϕ) =

∫
Ω

Itf
t ·ϕ dx, where f t = f t ◦ Tt ∈ H1(U)d,

ãt(ϕ,ψ) =

∫
Ω

αAt∇ϕ : ∇ψ dx− i

∫
Σ

Bt

|Mtn|2
(M>

t ϕ · n)(M>
t ψ · n) dσ,

F̃ t(ϕ) =

∫
Ω

Itui ·ϕ dx, where ui ∈ VΓ.

(30)

In the definition of F̃ t given above, of course, ui is the imaginary part of the velocity solution u ∈ VΓ
to the state system (7).

Now, the first of the several lemmas that we need is given as follows.

Lemma 3.7. For t ∈ I, the sesquilinear forms at and ãt defined on X ×X are bounded and coercive
on X × X. In addition, the linear forms F t(ϕ) and F̃ t(ϕ) are also bounded. Moreover, the bilinear
form bt satisfies the condition that there is a constant β1 > 0 such that

inf
λ∈Q
λ6=0

sup
ϕ∈VΓ
ϕ 6=0

bt(ϕ, λ)

|||ϕ|||X |||λ|||Q
> β1. (31)

Proof. The proof is similar to the arguments used in the discussion issued in subsection 2.2. This time,
however, one has to take into account the properties of At and Bt in (22) and the bounds given in (23)
to prove the given results.

The next lemma is concerned about the well-posedness of the transported perturbed version of (11).
Concerning the result, we emphasize that the compatibility condition

∫
Γt

ut · nt dσt = 0 we assumed
hereinafter is equivalent to ∫

Σ

Btu
t · Mtn

|Mtn|
dσ = 0,

which follows from the transformation (u ·n)t = (ut ·nt)◦Tt = ut ·nt = ut · Mtn

|Mtn|
[37, Thm. 4.4, p. 488].

Lemma 3.8. The pair (ut, pt) := (ut
r+iu

t
i, p

t
r+ip

t
i) uniquely solves in VΓ×Q the variational equations

at(ut,ϕ) + bt(ϕ, pt) = F t(ϕ), ∀ϕ ∈ VΓ, and bt(ut, λ) = 0, ∀λ ∈ Q. (32)
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Proof. The functions ut ∈ H1(Ωt)
d and pt ∈ L2(Ωt) solve the variational equation

∫
Ωt

α∇ut : ∇ϕ dxt + i

∫
Σt

(ut · nt)(ϕ · nt) dσt −
∫
Ωt

pt(∇ ·ϕ) dxt

=

∫
Ωt

f t ·ϕ dxt, ∀ϕ ∈ H1
Γ,0(Ωt)

d
,

−
∫
Ωt

λ̄(∇ · ut) dxt = 0, ∀λ ∈ L2(Ωt).

By change of variables (see [37, pp. 482–484]), together with the identities

ut = ut ◦ Tt, where ut = urt + iuit,

(∇ϕt) ◦ Tt =Mt∇ϕt, (∇ ·ϕt) ◦ Tt =M>
t : ∇ϕt, where ϕt ∈ H1(Ωt)

d, ϕt ∈ H1(Ω)d,

and the transformation (u · n)t = ut · Mtn

|Mtn|
[37, Thm. 4.4, p. 488], we get



∫
Ω

αAt∇ut : ∇ϕ dx+ i

∫
Σ

Bt

|Mtn|2
(ut ·Mtn)(ϕ ·Mtn) dσ −

∫
Ω

Itp
t(M>

t : ∇ϕ) dx

=

∫
Ω

Itf
t ·ϕ dx, ∀ϕ ∈ VΓ,

−
∫
Ω

Itλ̄(M
>
t : ∇ut) dx = 0, ∀λ ∈ Q.

In light of the notations listed in (30), we recover (32).

The rest of the proof is similar to the arguments used in subsection 2.2 combined with the properties of
At and Bt given in (22) and in (23), and together with Lemma 3.7. Concerning uniqueness of solution,
the proof is also standard, so we omit it.

Lemma 3.9. For t ∈ I, the solutions (ut, pt) of (32) are uniformly bounded in X × Q. That is, for
t ∈ I, there is a constant c > 0 independent of t such that∣∣∣∣∣∣ut

∣∣∣∣∣∣
X
,
∣∣∣∣∣∣pt∣∣∣∣∣∣

Q
6 c |||f |||1,U .

Proof. For the (uniform) boundedness of ut in X for t ∈ I, the result is established by taking ϕ =
ut ∈ VΓ in (32), and then applying the properties of At and Bt given in (22) and (23), and the
coercivity of at on X × X (Lemma 3.7). Indeed, taking (ϕ, λ) = (ut, pt) ∈ VΓ × Q in (32), we get
at(ut,ut)+ bt(ut, pt) = F t(ut), or equivalently, at(ut,ut) = F t(ut). This yields the following inequality

c
∣∣∣∣∣∣ut

∣∣∣∣∣∣2
X

6 <{at(ut,ut)} 6 |at(ut,ut)| 6
∣∣∣∣∫

Ω

Itf
t · ut dx

∣∣∣∣ 6 ∥∥Itf t∥∥0,Ω ∣∣∣∣∣∣ut
∣∣∣∣∣∣

0,Ω
,

where the constant c > 0 appearing on the leftmost side of the inequality is the coercivity constant of
at whose existence is ensured by Lemma 3.7. To further get an estimate for the rightmost side of the
above inequality, we note that

∥∥Itf t∥∥20,Ω =

∫
Ωt

It ◦ T−1
t f2 dxt 6 Λ2‖f‖20,U , (33)

where in the inequality we used the bound for It given in (23). Hence, we have∣∣∣∣∣∣ut
∣∣∣∣∣∣2

X
6 c−1

√
Λ2‖f‖0,U

∣∣∣∣∣∣ut
∣∣∣∣∣∣

0,Ω
6 c−1

√
Λ2‖f‖0,U

∣∣∣∣∣∣ut
∣∣∣∣∣∣

X
.
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This gives us a priori estimate ∣∣∣∣∣∣ut
∣∣∣∣∣∣

X
6 c‖f‖0,U , (34)

for some constant c ∈ R+, which shows that ut is bounded in X for t ∈ I.

For the boundedness of pt in Q for t ∈ I, we use (31), which is equivalent to

sup
ϕ∈VΓ
ϕ 6=0

bt(ϕ, λ)

|||ϕ|||X
> β1|||λ|||Q, ∀λ ∈ Q.

We let λ = pt ∈ Q. Then, from (3.8), the bounds in (23), and equation (33), we have the following
calculation

β1
∣∣∣∣∣∣pt∣∣∣∣∣∣

Q
6 sup
ϕ∈VΓ
ϕ 6=0

bt(ϕ, pt)

|||ϕ|||X
= sup
ϕ∈VΓ
ϕ6=0

|||ϕ|||−1
X

{
F t(ϕ)− at(ut,ϕ)

}

6 sup
ϕ∈VΓ
ϕ 6=0

|||ϕ|||−1
X

{∫
Ω

Itf
t ·ϕ dx−

∫
Ω

αAt∇ut : ∇ϕ dx

−
∫
Σ

It
|Mtn|

(ut ·Mtn)(ϕ ·Mtn) dσ

}

6 c sup
ϕ∈VΓ
ϕ6=0

|||ϕ|||−1
X

{
‖f‖0,U |||ϕ|||0,Ω +

∣∣∣∣∣∣∇ut
∣∣∣∣∣∣

0,Ω
|||∇ϕ|||0,Ω +

∣∣∣∣∣∣ut
∣∣∣∣∣∣

0,Σ
|||ϕ|||0,Σ

}

6 c
(
‖f‖0,U +

∣∣∣∣∣∣ut
∣∣∣∣∣∣

X

)
.

Therefore, using the estimate for |||ut|||X given in (34), we arrive at∣∣∣∣∣∣pt∣∣∣∣∣∣
Q
6 c‖f‖0,U ,

for some c ∈ R+. The desired results then follow from the fact that f ∈ H1(U)d.

To complete our preparations, we next prove the following lemma concerning the Hölder continuity of
the state variables ut and pt with respect to t.

Lemma 3.10. Let (u, p) ∈ VΓ ×Q be the solution of (11). Then,

lim
t→0+

1√
t

(∣∣∣∣∣∣ut − u
∣∣∣∣∣∣

X
+
∣∣∣∣∣∣pt − p

∣∣∣∣∣∣
Q

)
= 0,

where (ut, pt) ∈ VΓ ×Q solves (32), for t ∈ I.

Proof. Let us first note that the assumption that θ ∈ Θ1 implies that8

‖θ‖C1,1(U)d = |θ|∞ + |Dθ|∞ + sup
x 6=y

|Dθ(x)−Dθ(y)|∞
|x− y|

<∞

which implies further that |θ|∞ and |Dθ|∞ are both finite.

Hereafter, we proceed in two steps:

8Here and throughout the paper, we use | · |∞ to denote the L∞(U) norm for simplicity.
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Step 1. We first show that limt→0 u
t = u in X and limt→0 p

t = p in Q.

Step 2. Then, we validate our claim that limt→0+
1√
t

(
|||ut − u|||X + |||pt − p|||Q

)
= 0.

Step 1. We consider the difference between the variational equations (32) and (11) and define yt :=
ut − u and rt := pt − p. By making ε > 0 smaller if necessary, it can be shown that the following
expansions hold for sufficiently small t ∈ I,

It = 1 + tdiv θ + t2ρ̃(t,θ), where ρ̃ ∈ C(R, C0,1(U)),

M>
t = (DTt)

−1 = (id+ tDθ)−1 =

∞∑
j=0

(−1)jtj(Dθ)j , where 0 6 |t| 6 ε < |λmax|−1,

where λmax is the maximum singular value of Dθ. Below we use the above expansions and specifically
write M>

t as follows

M>
t = (DTt)

−1 = (id+ tDθ)−1 = id− tDθ +O(t2)id. (35)

Henceforth, we denote9

ρ(t) := t2ρ̃(t,θ), R(t) := O(t2)id, ρ1(t) := tρ̃(t,θ), and R1(t) := O(t)id. (36)

Now, let us consider the variational equation

bt(ut, λ)− b(u, λ) = −
∫
Ω

Itλ̄(M
>
t : ∇ut) dx−

(
−
∫
Ω

λ∇ · u dx
)

= 0, ∀λ ∈ Q.

Applying (35) to the above equation, we get

bt(ut, λ)− b(u, λ) = −
∫
Ω

λ∇ · (ut − u) dx−
∫
Ω

(t∇ · θ + ρ(t))λ(M>
t : ∇ut) dx

−
∫
Ω

λ[(−tDθ +R(t)) : ∇ut] dx

= 0, ∀λ ∈ Q.

(37)

Taking λ = rt = pt − p ∈ Q, we get∫
Ω

rt∇ · yt dx = −
∫
Ω

(t∇ · θ + ρ(t))rt(M>
t : ∇ut) dx

+

∫
Ω

rt[(tDθ −R(t)) : ∇ut] dx.

(38)

On the other hand, we also have the equation at(ut,ϕ)+ bt(ϕ, pt)− a(u,ϕ)− b(ϕ, p) = F t(ϕ)−F (ϕ),
for all ϕ ∈ VΓ, which is equivalent to

a(ut − u,ϕ) + b(ϕ, pt − p) = Φt(ϕ), ∀ϕ ∈ VΓ, (39)

9On certain occasions, the remainder ρ(t) and R(t) may have distinct structures in their exact expressions. Nevertheless, these
expressions are always of order O(t2). The same is true for ρ1(t) and R1(t). We abuse the use of these notations since the exact
expressions are not actually of interest in our argumentations.
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where, for ϕ ∈ VΓ, Φt(ϕ) is given by

Φt(ϕ) = −
∫
Ω

αat∇ut : ∇ϕ dx− i

∫
Σ

bt(M
>
t ut · n)(M>

t ϕ · n) dσ

− i

∫
Σ

(mtu
t · n)(M>

t ϕ · n) dσ − i

∫
Σ

(M>
t ut · n)(mtϕ · n) dσ

+

∫
Ω

dtp
t(M>

t : ∇ϕ) dx+

∫
Ω

pt(mt : ∇ϕ) dx+

∫
Ω

(Itf
t − f) ·ϕ dx,

(40)

and a : VΓ × VΓ → R and b : VΓ × Q → R are respectively the sesquilinear and linear forms given in
(10), while dt, mt, at, and bt are the notations specified in (21).

By choosing ϕ = yt ∈ VΓ in (39) and utilizing identity (38), it follows that

ca
∣∣∣∣∣∣yt

∣∣∣∣∣∣2
X

6 <{a(yt,yt)}

6

∣∣∣∣∣Φt(yt) +

∫
Ω

rt∇ · yt dx

∣∣∣∣∣
=

∣∣∣∣∣−
∫
Ω

αat∇ut : ∇yt dx− i

∫
Σ

bt(M
>
t ut · n)(M>

t yt · n) dσ

− i

∫
Σ

(mtu
t · n)(M>

t yt · n) dσ − i

∫
Σ

(M>
t ut · n)(mty

t · n) dσ

+

∫
Ω

dtp
t(M>

t : ∇yt) dx+

∫
Ω

pt(mt : ∇yt) dx+

∫
Ω

(Itf
t − f) · yt dx

− t

∫
Ω

(∇ · θ + ρ1(t))r
t(M>

t : ∇ut) dx− t

∫
Ω

rt[(−Dθ +R1(t)) : ∇ut] dx

∣∣∣∣∣
6 |α| |at|∞

∣∣∣∣∣∣∇ut
∣∣∣∣∣∣

0,Ω

∣∣∣∣∣∣∇yt
∣∣∣∣∣∣

0,Ω

+
(
|bt|∞ |M>

t |2∞ + 2 |mt|∞ |M>
t |∞

) ∣∣∣∣∣∣ut
∣∣∣∣∣∣

0,Σ

∣∣∣∣∣∣yt
∣∣∣∣∣∣

0,Σ

+
(
|dt|∞ |M>

t |∞ + |mt|∞
) ∣∣∣∣∣∣pt∣∣∣∣∣∣

0,Ω

∣∣∣∣∣∣∇yt
∣∣∣∣∣∣

0,Ω
+ ‖Itf t − f‖0,Ω

∣∣∣∣∣∣yt
∣∣∣∣∣∣

0,Ω

+ t (|∇ · θ|∞ + |ρ1(t)|∞) |M>
t |∞

∣∣∣∣∣∣rt∣∣∣∣∣∣
0,Ω

∣∣∣∣∣∣∇ut
∣∣∣∣∣∣

0,Ω

+ t (|Dθ|∞ + |R1(t)|∞)
∣∣∣∣∣∣rt∣∣∣∣∣∣

0,Ω

∣∣∣∣∣∣∇ut
∣∣∣∣∣∣

0,Ω
.

Therefore, we have the estimate

ca
∣∣∣∣∣∣yt

∣∣∣∣∣∣2
X

6 mt

∣∣∣∣∣∣yt
∣∣∣∣∣∣

X
+ tΞt

∣∣∣∣∣∣rt∣∣∣∣∣∣
Q
, (41)

where 
mt :=

(
|α| |at|∞ + |bt|∞ |M>

t |2∞ + 2 |mt|∞ |M>
t |∞

) ∣∣∣∣∣∣ut
∣∣∣∣∣∣

X

+
(
|dt|∞ |M>

t |∞ + |mt|∞
) ∣∣∣∣∣∣pt∣∣∣∣∣∣

Q
+ ‖Itf t − f‖0,Ω,

Ξt :=
[
(|∇ · θ|∞ + |ρ1(t)|∞) |M>

t |∞ + |Dθ|∞ + |R1(t)|∞
] ∣∣∣∣∣∣ut

∣∣∣∣∣∣
X
.

(42)

Refer to (20), (21), and (36) to recall the meaning of the notations used.
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Now, let us take λ = rt = pt−p ∈ Q in the inf-sup condition (A.65) and consider equation (39). We have

β0
∣∣∣∣∣∣rt∣∣∣∣∣∣

Q
6 sup
ϕ∈VΓ
ϕ 6=0

|||ϕ|||−1
X

{
|α| |at|∞

∣∣∣∣∣∣∇ut
∣∣∣∣∣∣

0,Ω
|||∇ϕ|||0,Ω

+
(
|bt|∞ |M>

t |2∞ + 2 |mt|∞ |M>
t |∞

) ∣∣∣∣∣∣ut
∣∣∣∣∣∣

0,Σ
|||ϕ|||0,Σ

+
(
|dt|∞ |M>

t |∞ + |mt|∞
) ∣∣∣∣∣∣pt∣∣∣∣∣∣

0,Ω
|||∇ϕ|||0,Ω

+
∥∥Itf t − f

∥∥
0,Ω

|||ϕ|||0,Ω

+ |α|
∣∣∣∣∣∣∇yt

∣∣∣∣∣∣
0,Ω

|||∇ϕ|||0,Ω +
∣∣∣∣∣∣yt

∣∣∣∣∣∣
0,Σ

|||ϕ|||0,Σ

}
6 mt +max{|α|, 1}

∣∣∣∣∣∣yt
∣∣∣∣∣∣

X
.

(43)

Therefore, we have the inequality∣∣∣∣∣∣rt∣∣∣∣∣∣
Q
6 β−1

0

(
mt +max{|α|, 1}

∣∣∣∣∣∣yt
∣∣∣∣∣∣

X

)
. (44)

Going back (41) and utilizing the above estimate, we get

ca
∣∣∣∣∣∣yt

∣∣∣∣∣∣2
X

6 mt

∣∣∣∣∣∣yt
∣∣∣∣∣∣

X
+ tΞt

[
β−1
0

(
mt +max{|α|, 1}

∣∣∣∣∣∣yt
∣∣∣∣∣∣

X

)]
= tΞtβ

−1
0 mt +

(
mt + tΞtβ

−1
0 max{|α|, 1}

) ∣∣∣∣∣∣yt
∣∣∣∣∣∣

X
.

(45)

We apply the Peter-Paul inequality to
(
mt + tΞtβ

−1
0 max{|α|, 1}

)
|||yt|||X to obtain the estimate

(
mt + tΞtβ

−1
0 max{|α|, 1}

) ∣∣∣∣∣∣yt
∣∣∣∣∣∣

X
6

(
mt + tΞtβ

−1
0 max{|α|, 1}

)2
2ε1

+
ε1
2

∣∣∣∣∣∣yt
∣∣∣∣∣∣2

X
,

for some constant ε1 > 0. We choose (and fixed) ε1 such that c̄ := c(ca, ε1) := 2ca − ε1 > 0 so that,
from our first estimate (45), we have

∣∣∣∣∣∣yt
∣∣∣∣∣∣

X
6 c̄−

1
2

(
tΞtβ

−1
0 mt +

(
mt + tΞtβ

−1
0 max{|α|, 1}

)2
2ε1

)1/2

. (46)

We note that, at t = 0, It|Mtn|−1 = (1)(|idn|−1) = 1. Thus, in view of (42) together with Lemma 3.9,
(24) and (25), we see that mt → 0 as t → 0. Moreover, it is not hard to see that Ξt is (uniformly)
bounded for all t ∈ I because of Lemma 3.9. Therefore, we conclude – by Lebesgue’s dominated
convergence theorem – that

lim
t→0

∣∣∣∣∣∣yt
∣∣∣∣∣∣

X
= 0 ⇐⇒ lim

t→0
ut = u in X. (47)

Similarly, based from the above discussion and from (43), we know that the terms on the right side of
the said inequality vanish as t→ 0. Thus, we also have the limit

lim
t→0

∣∣∣∣∣∣rt∣∣∣∣∣∣
Q
= 0 ⇐⇒ lim

t→0
pt = p in Q. (48)

Step 2. Before we proceed to the last part of the proof, we note that, for sufficiently small t > 0,
1
ty

t ∈ VΓ and 1
t r

t ∈ Q. In addition, we recall that the derivatives of It and Mt with respect to t exists
in L∞(Ω) and L∞(Ω)d×d, respectively.
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Now, to finish the proof, we go back to the computations in the previous step (referring particularly to
(46)), to obtain, after dividing by t > 0,

1

t

∣∣∣∣∣∣yt
∣∣∣∣∣∣2

X
6 c̄−1

(
Ξtβ

−1
0 mt +

1

2ε1

(
1√
t
mt +

√
tΞtβ

−1
0 max{|α|, 1}

)2
)
.

Observe that we have

1√
t
mt =

√
t

(
|α|
∣∣∣at
t

∣∣∣
∞

+

∣∣∣∣btt
∣∣∣∣
∞

|M>
t |2∞ + 2

∣∣∣mt

t

∣∣∣
∞

|M>
t |∞

) ∣∣∣∣∣∣ut
∣∣∣∣∣∣

X

+
√
t

(∣∣∣∣dtt
∣∣∣∣
∞

|M>
t |∞ +

∣∣∣mt

t

∣∣∣
∞

) ∣∣∣∣∣∣pt∣∣∣∣∣∣
Q
+

√
t

∥∥∥∥Itf t − f

t

∥∥∥∥
0,Ω

.

Thus, from (22), (25), Lemma 3.9, (47), and (48), we deduce the following limit

lim
t→0

1

t

∣∣∣∣∣∣ut − u
∣∣∣∣∣∣2

X
= 0 ⇐⇒ lim

t→0+

1√
t

∣∣∣∣∣∣ut − u
∣∣∣∣∣∣

X
= 0. (49)

Similarly, from estimate (44), we know that (after dividing by
√
t > 0)

1√
t

∣∣∣∣∣∣rt∣∣∣∣∣∣
Q
6 β−1

0

[
1√
t
mt +max{|α|, 1}

(
1√
t

∣∣∣∣∣∣yt
∣∣∣∣∣∣

X

)]
.

Again, from (22), (25), and Lemma 3.9, but now combined with (49), we infer that

lim
t→0

1

t

∣∣∣∣∣∣pt − p
∣∣∣∣∣∣2

Q
= 0 ⇐⇒ lim

t→0+

1√
t

∣∣∣∣∣∣pt − p
∣∣∣∣∣∣

Q
= 0. (50)

In above argumentations of taking the limit (equations (49) and (50)), it is understood that we are
taking a sequence {tn} such that limn→∞ tn = 0 and we have exploited the fact that the following
sequences {dtn/tn}, {mtn/tn}, {atn/tn}, and {btn/tn} are (uniformly) bounded in L∞ (because of (22)
and (23)). In addition, Lemma 3.9 was employed above in the manner that, for the sequence {tn}
(passing to a subsequence if necessary), the solutions (utn , ptn) of (32) are uniformly bounded in X×Q.
These results allow us to interchange the limit and the supremum in obtaining, particularly, equation
(50). Finally, combining (49) and (50) concludes the lemma.

We can now prove Theorem 3.4 without relying on the shape derivative of u and p. Before diving
into the proof, we will establish four lemmas that contain important identities. These lemmas will aid
us in deriving and simplifying the boundary expression for the shape gradient in accordance with the
Hadamard-Zolésio structure theorem [37, Thm. 3.6, p. 479].

Lemma 3.11. The following equation is satisfied by the state solution u ∈ X of (11):

lim
t→0

b(ut − u, λ) = − lim
t→0

∫
Ω

λ∇ ·
(
ut − u

t

)
dx = −

∫
Ω

λ(Dθ : ∇u) dx, ∀λ ∈ Q.

Proof. Let (ut, pt) ∈ VΓ × Q be as in Lemma 3.8. We recall equation (37) and divide both sides by
t > 0, to obtain the following equation

−
∫
Ω

λ∇ ·
(
ut − u

t

)
dx =

∫
Ω

(
∇ · θ +

ρ(t)

t

)
λ(M>

t : ∇ut) dx

+

∫
Ω

λ

[(
−Dθ +

R(t)

t

)
: ∇ut

]
dx, ∀λ ∈ Q.

(51)
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Using the properties of ρ(t) and R(t), we get – by letting t goes to zero in (51) and in view of the last
paragraph in the proof of the previous lemma – the following limit

− lim
t→0

∫
Ω

λ∇ ·
(
ut − u

t

)
dx =

∫
Ω

(∇ · θ)λ(∇ · u) dx−
∫
Ω

λ(Dθ : ∇u) dx, ∀λ ∈ Q.

Because divu = 0 in Ω, we finally arrive at the desired equation.

Lemma 3.12. Let θ ∈ Θ1 and ϕ be sufficiently smooth vector such that divϕ = 0 in Ω ∈ C1,1. Then,
we have the following identity

〈Dθϕ−Dϕθ,n〉 = 〈ϕ,∇Σθn〉+ 〈(Dθn⊗ n)ϕ,n〉 − 〈θ,∇Σ(ϕn)〉+ θn divΣϕ (52)
= divΣ(θnϕ) + 〈(Dθn⊗ n)ϕ,n〉 − 〈θ,∇Σ(ϕ · n)〉. (53)

We omit the proof of the lemma since it proceeds in a similar fashion as in the proof of Lemma 5.4
in [44] using the identities Dϕ = DΣϕ + Dϕn ⊗ n, divΣϕ = divϕ − ∂nϕ · n, and ∇Σ(ϕ · n) =
DΣϕ

>n+DΣn
>ϕ = DΣϕ

>n+DΣnϕ.

Lemma 3.13. Let θ = (θ1, . . . , θd)
> ∈ Θ1 and ϕ = (ϕ1, . . . , ϕd)

>. Then,

n · (Dθn⊗ n)ϕ = (Dθn · n)(ϕ · n). (54)

Moreover, if ϕ is sufficiently smooth, then it also holds that

div(∇ϕ>θ) = (θ · ∇)(∇ ·ϕ) +Dθ : ∇ϕ = (θ · ∇)(∇ ·ϕ) +∇ϕ> : Dθ>. (55)

Proof. Because Dθn⊗ n = nj [(θkini) ek] e
>
j and (Dθn⊗ n)ϕ = ϕjnj [(θkini) ek] e

>
j , then n · (Dθn⊗

n)ϕ = [nk(ϕjnj)] (θkini) = [nk (θkini)] (ϕjnj) = (Dθn · n)(ϕ · n), proving (54). Moreover, if ϕ is
sufficiently smooth, then the desired identity (55) is easily verified as follows:

div(∇ϕ>θ) =
∂2ϕj

∂xi∂xj
θi +

∂ϕj

∂xi

∂θi
∂xj

= (θ · ∇)(∇ ·ϕ) +Dθ : ∇ϕ.

We now provide the proof of Theorem 3.4.

Proof of Theorem 3.4. The proof essentially proceeds in two parts. Firstly, we evaluate the limit
limt→0

1
t (J(Ωt)− J(Ω)). Then, using the regularity of the domain as well as the state and adjoint

variables (to be introduced below), we characterized the boundary integral expression for the com-
puted limit. We begin by applying the domain transformation formula

∫
Ωt
ϕt dxt =

∫
Ω
ϕt ◦ TtIt dx =∫

Ω
ϕtIt dx, for a function ϕt ∈ L1(Ωt) [37, eq. (4.2), p. 482] and the identity η2−ζ2 = (η−ζ)2+2ζ(η−ζ)

to obtain the following calculations:

J(Ωt)− J(Ω)

=

∫
Ω

dt
2
(|ut

i|2 − |ui|2) dx+

∫
Ω

dt
2
|ui|2 dx+

1

2

∫
Ω

(|ut
i − ui|2) dx+

∫
Ω

(ut
i − ui) · ui dx

+

∫
Ω

dt
2
(|pti|2 − |pi|2) dx+

∫
Ω

dt
2
|pi|2 dx+

1

2

∫
Ω

(|pti − pi|2) dx+

∫
Ω

(pti − pi)pi dx
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=:

8∑
i=1

Ji(t).

From (22) and using Lemma 3.10, we infer that J̇1(0) = J̇3(0) = J̇5(0) = J̇7(0) = 0. Moreover, the
properties of Tt in (22) reveals that

J̇2(0) + J̇6(0) =
1

2

∫
Ω

div θ(|ui|2 + |pi|2) dx.

Applying the expansion div(ψϕ) = ψ divϕ+ϕ · ∇ψ and Green’s theorem, we get

J̇2(0) + J̇6(0) = −
∫
Ω

(ui · ∇u>
i θ + piθ · ∇pi) dx+

1

2

∫
Σ

(|ui|2 + |pi|2)θn dσ. (56)

The computations of the expressions J̇4(0) and J̇8(0) need much more work. This requires using the
adjoint system (29). Indeed, since yt = ut − u ∈ VΓ and rt = pt − p ∈ Q, we can write

J4(t) + J8(t) = =
{∫

Ω

α∇v · ∇yt dx+ i

∫
Σ

vny
t
n dσ −

∫
Ω

q divyt dx−
∫
Ω

rt divv dx

}
≡ =

{
a(ut − u,v) + b(v, pt − p) + b(ut − u, q)

}
.

Therefore, in light of (39) with ϕ = v ∈ VΓ, the sum J4(t)+ J8(t) equates to the expression ={Φt(v)+
b(ut − u, q)}, where Φt(v) is given by (40) with ϕ = v. Using (22), (25), and Lemma 3.11, we obtain
the following limit

J̇4(0) + J̇8(0) = lim
t→0

1

t

[
={Φt(v) + b(ut − u, q)}

]
= =

{
−
∫
Ω

αA∇u : ∇v dx− i

∫
Σ

(div θ +Dθn · n)unvn dσ

− i

∫
Σ

[(−Dθ)u · n]vn dσ − i

∫
Σ

un[(−Dθ)v · n] dσ

+

∫
Ω

(∇ · θ)p(∇ · v) dx+

∫
Ω

p[(−Dθ) : ∇v] dx

+

∫
Ω

[∇ · (f ⊗ θ)] · v dx−
∫
Ω

q(Dθ : ∇u) dx
}

=: =

{
8∑

i=1

Ki

}

(57)

Before we go further with our computation, we gather in the next few lines some identities that will
be useful in our calculations. We put into use the weak formulation of the state and the adjoint
state problem given in (11) and (29), respectively. In these variational equations – since θ ∈ Θ and
u,v ∈ H2(Ω)d – we can respectively take ϕ = ∇v>θ ∈ VΓ and ψ = ∇u>θ ∈ VΓ, apply integration by
parts (IBP) twice, and then use the boundary conditions on Σ to obtain the following equations:

−
∫
Ω

α∆u · ∇v>θ dx+

∫
Σ

α∂nu · ∇v>θ dσ +

∫
Ω

∇p · ∇v>θ dx−
∫
Σ

pn · ∇v>θ dσ

= −
∫
Ω

α∆u · ∇v>θ dx+

∫
Σ

α∂nu · ∇v>θ dσ −
∫
Ω

p div(∇v>θ) dx

=

∫
Ω

f · ∇v>θ dx− i

∫
Σ

unn · ∇v>θ dσ

(58)
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and
−
∫
Ω

α∆v · ∇u>θ dx+

∫
Σ

α∂nv · ∇u>θ dσ +

∫
Ω

∇q · ∇u>θ dx−
∫
Σ

qn · ∇u>θ dσ

= −
∫
Ω

α∆v · ∇u>θ dx+

∫
Σ

α∂nv · ∇u>θ dσ −
∫
Ω

q div(∇u>θ) dx

=

∫
Ω

ui · ∇u>θ dx− i

∫
Σ

vnn · ∇u>θ dσ.

(59)

Now, let us simplify or expand some of the integrals Ki above.

• Rewriting K7. For the last integral, we make use of the expansion [∇ · (f ⊗ θ)] · v =
(θ · ∇fj + fj div θ) v̄j = ∇f>θ · v + (f · v) div θ. Therefore, we have∫

Ω

[
(f · v) div θ + f · ∇v>θ +∇f>θ · v

]
dx =

∫
Ω

div [(f · v)θ] dx.

Thus, by the previous computation together with the divergence theorem, we obtain

K7 =

∫
Ω

[∇ · (f ⊗ θ)] · v dx =

∫
Σ

(f · v)θn dσ −
∫
Ω

f · ∇v>θ dx =: K71 +K72. (60)

• Rewriting K5. Using the definition of the tangential divergence of a vector function (cf. (C.76)) and
the identity −

∫
Ω
(θ · ∇p)(∇ · v) dx =

∫
Ω
(θ · ∇p)pi dx which was obtained by taking µ = θ · ∇p ∈ Q

in the second equation of (29), we have∫
Ω

(∇ · θ)p(∇ · v) dx =

∫
Σ

p(∇ · v)θn dσ −
∫
Ω

(θ · ∇)[p(∇ · v)] dx

=

∫
Σ

[p divΣ v + ∂nv · (pn)]θn dσ −
∫
Ω

(θ · ∇)[p(∇ · v)] dx

−
∫
Ω

(∇ · v)θ · ∇p dx−
∫
Ω

p(θ · ∇)(∇ · v) dx

=

∫
Σ

[κpnθn −∇Σ(pθn)] · v dσ +

∫
Σ

∂nv · pnθn dσ

+

∫
Ω

(θ · ∇p)pi dx−
∫
Ω

p(θ · ∇)(∇ · v) dx

= K51 +K52 +K53 +K54.

• Rewriting K2. Using the identity divΣ θ = div θ −Dθn · n on Σ and the tangential formula, we can
expand K2 as follows:

K2 = −i
∫
Σ

θnκunn · v dσ +

∫
Σ

∇Σ[unvn] · θ dσ − 2i

∫
Σ

Dθn · nunvn dσ

=: K21 +K22 +K23.

• Rewriting K1. For the first integral, we make use of the following formula:

−
∫
Ω

A∇ϕ · ∇ψ dx

= −
∫
Ω

(∆ϕ)θ · ∇ψ dx−
∫
Ω

(∆ψ)θ · ∇ϕdx+

∫
Σ

∂nϕ(θ · ∇ψ) dσ

+

∫
Σ

∂nψ(θ · ∇ϕ) dσ −
∫
Σ

(∇ψ · ∇ϕ)θn dσ,

(61)
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which holds for all functions ϕ, ψ ∈ VΓ ∩H2(Ω) and θ ∈ Θ1 (see for example the proof of Lemma 32
in [34]). Hence, with reference to equation (58) and (59), we get the following computations

−
∫
Ω

αA∇u : ∇v dx

=

∫
Ω

f · ∇v>θ dx− i

∫
Σ

unn · ∇v>θ dσ +

∫
Ω

ui · ∇u>θ dx− i

∫
Σ

vnn · ∇u>θ dσ

−
∫
Σ

α(∇Σu : ∇Σv)θn dσ −
∫
Σ

α∂nu · ∂nvθn dσ

+

∫
Ω

p div(∇v>θ) dx+

∫
Ω

q div(∇u>θ) dx

=: K11 +K12 +K13 +K14 +K15 +K16 +K17 +K18.

Notice here that K11 will cancel out with K72. Moreover, in light of identity (55), the sum K6+K54+
K17 actually equates to zero. Similarly, using equation (55) and the fact that divu = 0 in Ω, we get

K18 =

∫
Ω

q div(∇u>θ) dx =

∫
Ω

q [(θ · ∇)(∇ · u) +Dθ : ∇u] dx =

∫
Ω

qDθ : ∇u dx.

This integral also vanishes when combined with K8 because of Lemma 3.11.

In the above, we have an expression where we can use Lemma 3.12. Considering the sum K3 +K14, we
can apply identity (53) to obtain the following equation

K3 +K14 = i

∫
Σ

vn divΣ(θnu) dσ + i

∫
Σ

vnn · (Dθn⊗ n)u dσ − i

∫
Σ

vnθ · ∇Σun dσ

=: J1 + J2 + J3.

Meanwhile, for the sum K4 +K12, we have

K4 +K12 = i

∫
Σ

unn ·Dθv dσ − i

∫
Σ

unn · ∇v>θ dσ

= i

∫
Σ

un∇Σθn · v dσ + i

∫
Σ

unn · (Dθn⊗ n)v dσ

− i

∫
Σ

unθ · ∇Σvn dσ − i

∫
Σ

unn · ∂nvθn dσ

=: H1 +H2 +H3 +H4.

Adding this to K16 +K52 and noting that −pn+ α∂nu+ iunn = 0 on Σ, we further get

K4 +K12 +K16 +K52 = H1 +H2 +H3.

At this point, we underline the observation that the sum K22 + J3 +H3 vanishes. Moreover, applying
identity (54), we also observe that the sum J2 +H2 +K23 also disappears because

i

∫
Σ

vnn · (Dθn⊗ n)u dσ + i

∫
Σ

unn · (Dθn⊗ n)v dσ − 2i

∫
Σ

Dθn · nunvn dσ = 0.

Finally, summarizing our computations – and after applying the tangential Green’s formula and using
the fact that ∇Σun = 0 [37, eq. (5.20), p. 497] – we get the following equivalent expression for the sum
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J̇2(0) + J̇6(0) + J̇4(0) + J̇8(0) (see (56) and (57)):

J̇2(0) + J̇6(0) + J̇4(0) + J̇8(0)

= −
∫
Ω

[ui · ∇u>
i θ + pi(θ · ∇pi)] dx+

1

2

∫
Σ

(|ui|2 + |pi|2)θn dσ

+ =

{∫
Ω

ui · ∇u>θ dx+

∫
Ω

pi(θ · ∇p) dx

+

∫
Σ

[
fθn −∇Σ(pθn) + divΣ [α(∇Σu)θn] + i divΣ(θnu)n+ iun∇Σθn

]
· v dσ

}

=

∫
Σ

[
={B[θn] · v}+

1

2

(
|ui|2 + |pi|2

)
θn

]
dσ,

which is the desired expression of the shape derivative.

Remark 3.14. The computed expression (26) for the shape gradient of J obtained via rearrangement
method clearly agrees with the structure of the same derivative derived through the classical chain rule
approach issued in Appendix C. In fact, after some manipulations, the expression can equivalently be
expressed as (see (C.77))

B[θn] = [α∇u+ (un − p)id]∇Σθn +
[
∂npn− ∂2nnu− i(∂nun)n

]
θn − i (u · ∇Σθn)n.

The following results can be drawn easily from (26), (27), and Remark 2.1.

Corollary 3.15 (Necessary optimality condition). Let the domain Ω∗ be such that the state (u, p) =
(u(Ω∗), p(Ω∗)), where u = ur + iui and p = pr + ipi, satisfies the free surface problem (1), i.e., we have
−pn+ α∂nu = 0 and u · n = 0 on Σ∗, or equivalently,

ui = 0 and pi = 0 on Ω∗, (62)

with (u, p) satisfying (7). Then, the domain Ω∗ is stationary for the shape problem (15) (the minimiza-
tion problem J(Ω) = 1

2

∫
Ω

(
|ui|2 + |pi|2

)
dx → inf, where (ui, pi) is subject to the state problem (7)).

That is, it fulfills the necessary optimality condition

dJ(Ω∗)[θ] = 0, for all θ ∈ Θ1. (63)

Proof. By the assumption that ui = 0 and pi = 0 on Ω∗, one obtains – in view of (27) – that vi = 0 and
qi = 0 on Ω∗. Thus, it follows that gΣ = 0 on Σ∗ which therefore gives us the conclusion dJ(Ω∗)[θ] = 0,
for any θ ∈ Θ1.

Regarding the previous conclusion, it should be noted that while solutions satisfying the necessary
condition (63) may exist, they might not satisfy equation (62) (see Fig. 2 and Fig. 3 for numerical
examples). However, when the boundary data perfectly matches, a stationary domain Ω∗ becomes a
global minimum as J(Ω∗) = 0.

4 Numerical approximation
We employ a Sobolev gradient-based approach to numerically resolve our proposed shape optimization
method (1). Building upon the author’s previous work [45], we implement this approach using the
finite element method. Consequently, this section is divided into two subsections: the first part presents
algorithm details, while the second part offers concrete test examples for the problem.
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4.1 Numerical algorithm
For completeness, we give below the important details of our algorithm.

Choice of descent direction. To solve the problem, we employ the finite element method, utilizing the
Riesz representation of the shape gradient (26). This is necessary because the gradient given by gΣ
is only supported on the free boundary Σ. If we directly use gΣn as the descent vector θ, undesired
oscillations may occur on the free boundary. So, we apply an extension-regularization technique by
taking the descent direction θ as the solution in H1

Γ,0(Ω) to the variational problem

a(θ,ϕ) = −
∫
Σ

gΣn ·ϕ dσ, for all ϕ ∈ H1
Γ,0(Ω), (64)

where a is the H1(Ω)(:= H1(Ω;Rd))-inner product in d-dimension. By this method, the Sobolev gradient
θ [46] becomes a smoothed preconditioned extension of −gΣn over the domain Ω. For further details,
we refer the readers to [47].

The main steps to compute the kth domain Ωk is given as follows:

1. Initilization Choose an initial guess for Σ0 (this gives us Ω0).

2. Iteration For k = 0, 1, 2, . . ., do the following:

2.1 solve equations (11) and (29) on the current domain Ω = Ωk;
2.2 choose tk > 0, and compute θk by solving (64) on Ω = Ωk;
2.3 update the domain by setting Ωk+1 := {x+ tkθk(x) ∈ Rd | x ∈ Ωk}.

3. Stop Test Repeat Iteration until convergence.

For the Stop Test, we terminate the algorithm after it has reached a maximum number of iterations
or when the absolute value of the difference between two consecutive cost values is small enough.
Meanwhile, in Step 2.2, the step size tk is computed via a backtracking line search procedure using the
formula tk = µJ(Ωk)/|θk|2H1(Ωk) at each iteration, where µ ∈ R+ is fixed. This method is adapted from
[45, p. 281]. However, differently from [45], our approach allows the step size parameter µ to extend
beyond the interval (0, 1). By doing so, we can maximize the initial length of the descent vector and
depend on the backtracking procedure to determine a suitable step size.

Remark 4.1 (Evaluating the mean curvature). The mean curvature κ of Σ is evaluated as ∇·N, where
N ∈ H1(Ω) is an extension of the (outward) unit normal n satisfying the equation cN

∫
Ω
∇N : ∇ϕ dx+∫

Σ
N ·ϕ dσ =

∫
Σ
n ·ϕ dσ, for all ϕ ∈ H1(Ω), for some cN ∈ R+10. We emphasize that N must be a

unitary extension of n for the formula κ = divΣ n = divN− (∇Nn)n = divN (on Σ) to hold [41, Lem.
2.14, p. 92]. So, the proposed extension of n may not be accurate. However, the approximation suffices
to obtain a descent direction for optimization. Additionally, this strategy readily applies to three-
dimensional cases. While a more precise numerical calculation of κ is possible, we are satisfied with the
results achieved using this approximation technique. In our numerical experiments, we set cN = 10−8.

Remark 4.2. We can improve the convergence of our scheme by using the shape Hessian informa-
tion in the numerical procedure. However, second-order methods require more computation and time,
especially for complicated Hessians [48, 49]. Since the first-order method already provides an excellent
approximation of the optimal solution, we will not use a second-order method to solve the optimization
problem.

10This follows the same idea in computing the Riesz representation of the shape gradient.
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4.2 Numerical examples
We now demonstrate the feasibility of the shape optimization approach (15) for solving concrete numer-
ical examples of problem (1). While previous studies focused mainly on 2D free surface problems (see
[4]), we extend our analysis to include three-dimensional cases. Additionally, we compare the proposed
method with the minimization approach (5) to showcase its advantages numerically.

Remark 4.3 (Details of the computational setup and environment). The simulations in this study
were implemented using the programming software FreeFem++ [50]. Variational problems, except
for those corresponding to equations (7) and (27), were solved using a P 1 finite element discretization.
Additionally, mesh deformations were performed without adaptive mesh refinement, which differs from
previous works [45]. This approach allows us to evaluate the stability of CCBM compared to the classical
approach of tracking Dirichlet data in a least-squares sense. The computations were carried out on a
MacBook Pro with an Apple M1 chip with 16GB RAM main memory.

Remark 4.4. We implement the Sobolev-gradient method by solving the discretized version of
equation (64). That is, we find θkh ∈ P 1(Ω

k
h)

d such that

−∆θkh + θkh = 0 in Ωk
h, θkh = 0 on Γh, ∇θkh · nk

h = −gkΣnk
h on Σk

h,

where we suppose a polygonal domain Ωk
h and its triangulation Th(Ωk

h) = {Kk
l }

Ne

l=1 (Kk
l is a closed

triangle for d = 2, or a closed tetrahedron for d = 3) are given, and P 1(Ω
k
h)

d denotes the Rd-valued
piecewise linear function space on Th(Ωk

h). Accordingly, we define Ωk+1
h and Th(Ωk+1

h ) = {Kk+1
l }Ne

l=1

(Ne denotes the number of elements) respectively as Ωk+1
h :=

{
x+ tkθkh(x)

∣∣∣ x ∈ Ωk
h

}
and Kk+1

l :={
x+ tkθkh(x)

∣∣∣ x ∈ Kk
l

}
, for all k = 0, 1, . . ..

4.2.1 Examples in two dimensions
We now provide some numerical examples in 2D. We begin by replicating the numerical experiment
described in [4, Subsec. 5.3, p. 833]. A gravity-like force f = (−10x,−10y)> is applied to maintain the
fluid on the circular domain with a radius of 0.4. The fluid’s initial velocity triggers its flow within
the domain until it eventually reaches a steady state, resulting in a free surface position that aligns
concentrically with the circular domain. A homogeneous Dirichlet boundary condition (g = 0) is
enforced on the fixed boundary Γ, and we take α = 0.01. We set the initial geometry of the fluid’s
free-boundary Σ0 as follows

Σ0 = E(a, b) :=

{
(x, y) ∈ R2 | x

2

a2
+
y2

b2
= 1

}
,

with (a, b) = (1.0, 1.1). We use the built-in bi-dimensional anisotropic mesh generator of FreeFEM++
[50] to discretize the computational domain into triangular elements. The exterior and interior bound-
aries are discretize with 70 and 30 nodal points, respectively. The Galerkin finite-element method is
employed to discretize the Stokes equations (7) and the adjoint system (27). We utilize Taylor-Hood
elements (P 2-P 1 finite elements) to approximate the velocity and pressure. This results in a set of lin-
ear algebraic equations represented as Kū = F where K is the global system matrix, ū is the global
vector of unknowns (velocities and pressures), and F is a vector encompassing the effects of body forces
and boundary conditions. The linear system is solved using the default LU-solver of FreeFEM++.

The results of the experiment are presented in Fig. 1, which displays a cross comparison of computed
shapes, and histories of costs and H1 gradient norms. CCBM achieves the same solution as formulation
(5) (hereinafter referred to as TD). Both methods exhibit comparable convergence behavior in terms
of cost values and H1 gradient norms. Currently, there does not appear to be a significant advantage
in using CCBM. However, the advantage will be apparent in 3D cases.
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We also plotted the initial and final imaginary parts of the Stokes’ and the adjoint’s velocity and
pressure profiles in Figures 2 and Fig. 3, respectively. The imaginary parts significantly decreased to
very small magnitudes in the optimal shape solution. The computed magnitudes of the Stokes and
adjoint pressure at the approximate optimal shape were on the order of 10−5 and 10−7, respectively.
This numerical confirmation aligns with Remark 2.1 and the optimality condition stated in Corollary
3.15.

Another set of examples but with different source function and higher aspect ratio for
the initial guess. Let Γ1 and Γ2 be defined as follows:

Γ1 :=

{(
0.4 cos t
0.4 sin t

)
∈ R2 | t ∈ [0, 2π)

}
;

Γ2 :=

{(
(0.37 + 0.03 cos 5t) cos t
(0.37 + 0.03 cos 5t) sin t

)
∈ R2 | t ∈ [0, 2π)

}
.

Then, we consider the following setups for our next set of examples:

f = (−10x3,−10y3)>, Γ = Γ1, (P1)
f = (−10x3,−10y3)>, Γ = Γ2, (P2)
f = (−10x7,−10y7)>, Γ = Γ2, (P3)
f = (−10x11,−10y11)>, Γ = Γ2. (P4)

For (P1), we take Σ0 = E(1.0, 0.7) while for (P2), (P3), and (P4) we set Σ0 = E(1.0, 0.5). In all cases,
the interior boundary is discretized with 30 discretization points. Meanwhile, except for (P1) where we
take 70 nodal points, the exterior boundary is discretize with 100 nodal points.

Fig. 4 shows cross comparisons of optimal shapes computed via TD and CCBM. Results for Problems
(P1), (P2), and (P3) have nearly identical shapes, but there is a noticeable difference for problem (P4).
Despite this, the final free boundary obtained via TD closely resembles a superellipse or a squircle,
which is the shape obtained via CCBM. Interestingly, even when the fixed boundary is axisymmetric,
the computed optimal shapes are not. This is likely due to the value of the external force f . Nonetheless,
the fixed and free boundaries are concentric, and the cost values for all cases are close to zero, with J
magnitude on the order of 10−8 or less and JD magnitude on the order of 10−5 or less.

Fig. 5 and Fig. 6 display the shape evolution of the free boundaries for (P1) and (P4), respectively,
obtained via TD and CCBM. The figures clearly depict the differences in the shape evolution. Addi-
tionally, the corresponding histories of cost and norm values for these problems are plotted alongside
the figures.

Finally, Fig. 7–Fig. 10 visualize the imaginary parts of the Stokes’ and adjoint flow fields, as well as
the pressures at the initial and optimal shapes for (P1) and (P4). These figures demonstrate that the
magnitudes of the flow fields and pressures at the optimal shapes are almost zero (around 10−3 or less),
which is desirable.

4.2.2 Examples in three dimensions
Now we consider a test case in 3D. The assumptions are similar to the previous example. That is, we
consider a gravity-like force f = (−10x,−10y,−10z)> ∈ R3. This force is assumed to keep the fluid to
surround an object that is spherical in shape having radius equal to 0.4. Again, the fluid flowing in the
domain is triggered by an initial velocity. The value of α is again set to 0.01 and this time we take a
complex shape for the initial guess as shown in Fig. 11.

We again look at the situations where we have coarse and fine mesh for the computational domain. For
the latter (initial) setup, the tetrahedrons have maximum and minimum mesh width of hmax ≈ 0.665
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Fig. 1 Cross comparison of computed shapes (left plot), histories of cost values (middle plot), and H1 gradient norms
(right plot)

Fig. 2 Imaginary parts of the initial and final flow field and pressure of the Stokes system

Fig. 3 Imaginary parts of the initial and final flow field and pressure of the adjoint system
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Fig. 4 (From left to right) Cross comparisons of computed shapes via TD and CCBM for problems (P1), (P2), (P3),
and (P4). (See Fig. 1 for the legends.)
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Fig. 5 (From left to right) Shape evolutions via TD and CCBM for problems (P1) and the corresponding plots for the
histories of the costs and gradient norms.
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Fig. 6 (From left to right) Shape evolutions via TD and CCBM for problems (P4) and the corresponding plots for the
histories of the costs and gradient norms.

Fig. 7 Imaginary parts of the initial and final flow field and pressure of the Stokes system corresponding to problem (P1)

Fig. 8 Imaginary parts of the initial and final flow field and pressure of the adjoint system corresponding to problem (P1)
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Fig. 9 Imaginary parts of the initial and final flow field and pressure of the Stokes system corresponding to problem (P4)

Fig. 10 Imaginary parts of the initial and final flow field and pressure of the adjoint system corresponding to problem
(P4)

and hmin ≈ 0.047, respectively. Meanwhile, for the test experiment with fine mesh we take hmax ≈ 0.487
and hmin ≈ 0.047. The rest of the computational setup is similar to the case of two dimensions.

The computational results for coarse mesh are shown in Fig. 12–Fig. 15.11 Fig. 12 shows that the
sequence of shape approximations using CCBM differs from TD, as expected. Nevertheless, Fig. 13
shows that the computed optimal shapes obtained by the two methods are nearly identical. Meanwhile,
Fig. 14–Fig. 15 display the initial and final imaginary parts of the Stokes’ and adjoint’s flow fields, and
the pressure profiles12 for the coarse-mesh experiment. These numerical results support Remark 2.1
and confirm the statement in Corollary 3.15, similar to the findings in 2D cases.

Fig. 16–Fig. 18 display the results for a finer computational mesh. In Fig. 16, the evolution from the
initial domain to the optimal domain is displayed and is smooth with CCBM, unlike TD, which shows
dents in the computed optimal shape. A comparison between the optimal shapes obtained from the
two methods is shown in Fig. 17, further highlighting the superiority of CCBM. Fig. 18 reveals that the
optimal shape achieved with CCBM is smoother than the one obtained with TD. These results clearly
demonstrate the advantage of using CCBM over TD.

In Fig. 19, we plot the cost and gradient norm histories for both methods. It seems that CCBM converges
faster to a stationary point on the coarse mesh compared to TD. Meanwhile, on the finer mesh, TD
converges prematurely due to observed instabilities. These results indicate that CCBM is more robust
than TD, as previously observed.

11For the final pressure profile of the Stokes and the adjoint solutions, the maximum magnitude is found to be of order 10−3

and 10−4, respectively.
12The pressure profiles are plotted in vectors (directed to the normal from the mesh node) whose length is scaled and colored

by its magnitude.
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Another set of examples but with different fixed surface and source function. We further
illustrate the robustness of CCBM in solving 3D cases by giving another set of examples. Let us consider
the following algebraic equation representing the surface of a sphube:

S(r, s) = x21 + x22 + x23 −
s2

r2
x21x

2
2 −

s2

r2
x22x

2
3 −

s2

r2
x21x

2
3 −

s4

r4
x21x

2
2x

2
3 − r2, (r > 0, s > 0),

where (x1, x2, x3)
> ∈ R3, r represents the radius of the super-ellipsoid, and s dictates its squareness.

For the additional experiments, we consider the following setups:

f = (−10x,−10y,−10z)>, (P5)
f = (−10x3,−10y3,−10z3)>. (P6)

In both cases, Γ = S(0.40, 0.85) and the initial guess for the exterior surface Σ is the same as in the
one shown in Fig. 11; see Fig. 20 with a coarse mesh.

Figure 21 shows two sets of experiments: one with an initial mesh with hmax ≈ 0.6 and another one
with a finer mesh with hmax ≈ 0.55. In both situations, we notice instabilities with the approximation
due to TD. These phenomena, on the other hand, were not observed in the case of CCBM. Meanwhile,
Fig. 22 displays the histories of cost and norms for both methods under coarse mesh from which we see
that CCBM converges after around 35 iterations.

The results for problem (P6) are displayed in the rest of the figures. Fig. 23 and Fig. 24 respectively
shows the optimal shapes under a coarse-mesh experiment with hmax ≈ 0.64 and a less coarse one with
hmax ≈ 0.60. Both results reveal that TD is unstable while CCBM is not. As in previous cases, the
instability of TD caused the algorithm to stop without reaching convergence. In these experiments, the
step size was set to 0.33 and 0.10, respectively. A stable approximation of the optimal shape can, of
course, be achieved for TD, but with much smaller step sizes and a larger number of iterations. Mean-
while, Fig. 25 illustrates the mesh profiles of the computed optimal shapes when initially hmax ≈ 0.60.
Observably, CCBM produces an optimal shape resembling a sphube shape. Furthermore, Fig. 26 and
Fig. 27 respectively display the imaginary parts of the velocity flow fields and pressure profiles (scaled
for better display) for the Stokes’ and the adjoint’s equation, respectively. Clearly, these quantities sig-
nificantly decrease in magnitude at the optimal shapes. Finally, Fig. 28 presents the histories of the
costs and gradient norms for the experiment. We observe here that CCBM is (almost) in a state of con-
vergence after 40 iterations. These numerical results, in conclusion, clearly demonstrate the superiority
of CCBM over TD.

Fig. 11 Mesh profile (coarse mesh) of the initial guess viewed on different positions
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Fig. 12 Shape histories of the free boundary computed using TD and CCBM with coarser mesh viewed on the planes
xz, yx, and yz (respectively, top and bottom plots)

Fig. 13 Cross comparison of computed shapes (case of coarser meshes) viewed on the planes xz, yx, and yz (respectively,
left, middle, and right plot)

5 Conclusions and Future Work
In this work, we have developed a coupled complex boundary method in shape optimization setting
to solve a free boundary problem involving the Stokes equation. The shape gradient of the cost was
rigorously computed, without relying on the shape derivative of the states and assuming only a mild
regularity condition on the domain.

Using the shape gradient information, a Sobolev gradient-based descent scheme is formulated for numer-
ically solving the minimization problem with the finite element method. Then, the method is tested in
two- and three-dimensional problems, yielding promising numerical results. In fact, the new approach
outperforms the classical least-squares approach of tracking Dirichlet data in terms of stability and
demonstrates greater accuracy in obtaining the expected optimal shape solution.

For future work, we propose calculating and examining the shape Hessian of the cost functional to
investigate the ill-posedness of the proposed shape optimization problem. This expression can then
be used in a shape Newton method to numerically solve the minimization problem. Additionally, we
plan to explore the application of the coupled complex boundary method in solving inverse obstacle
problems within a shape optimization framework in our upcoming investigation.
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Fig. 14 Stokes’ flow fields and pressure profiles at the initial and final shapes.
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A On the well-posedness of the state problem
We provide here some details of the proof of Proposition 2.3. Firstly, we quote the following lemma
(see, e.g., [9, Chap. 1.2]).
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Fig. 15 Adjoints’ flow fields and pressure profiles at the initial and final shapes.

Lemma A.1. Consider the maps T : V
◦
7−→ Q

◦
, T ϕ := −∇ · ϕ, and T⊥ : V

◦
⊥ 7−→ Q

◦
, T⊥ϕ := −∇ · ϕ.

Then, T is surjective, T⊥ ∈ L (V
◦
, Q
◦
), T⊥ is bijective, and T⊥ ∈ Isom(V

◦
⊥, Q

◦
), i.e., there exists T −1

⊥ :

Q
◦
→ V

◦
⊥, T −1

⊥ ∈ B := L (Q
◦
, V
◦
⊥).

Let f ∈ L2(Ω)d and ϕ,ψ ∈ VΓ, λ ∈ Q. The continuity of the sesquilinear forms a and b as well as of
the linear form F in (10) are easily verified. The same is true for the coercivity of the sesquilinear form
a. Hence, we only argue about the inf-sup condition (13). For this purpose, we need to show that we
can find β0 > 0 such that

sup
ϕ∈VΓ
ϕ6=0

b(ϕ, λ)

|||ϕ|||X
> β0|||λ|||Q, ∀λ ∈ Q. (A.65)

Let λ ∈ Q be fixed arbitrarily. We define λ = λ
◦
+λ∗ with λ

◦
∈ Q

◦
and λ∗ :=

1

|Ω|

∫
Ω

λ dx ∈ C. By Lemma

A.1, there exists ϕ◦ ∈ V
◦
⊥ such that −∇·ϕ◦ = λ

◦
(= T⊥ϕ◦). We let ϕ̃∗ be a fixed function in VΓ such that
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Fig. 16 Shape histories of the free boundary computed using TD and CCBM with finer mesh viewed on the planes xz,
yx, and yz (respectively, top and bottom plots)

Fig. 17 Cross comparison of computed shapes under a finer mesh viewed on the planes xz, yx, and yz (respectively, left,
middle, and right plot)

Fig. 18 Mesh profile of computed shapes (left plot: TD, right plot: CCBM) with finer mesh∫
Σ
ϕ̃∗ · n dσ 6= 0 and define

ϕ∗ := ϕ̃∗

(∫
Σ

ϕ̃∗ · n dσ
)−1

∈ VΓ satisfying
∫
Σ

ϕ∗ · n dσ = −1. (A.66)
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Fig. 19 Histories of cost and gradient norms

Fig. 20 Mesh profile of the initial guess viewed on different positions for problem (P5)

Fig. 21 Cross comparisons of computed shapes using a coarse mesh and a finer mesh viewed on planes xz, yx, and yz
(respectively, left, middle, and right two columns) for problem (P5)
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Fig. 22 Histories of cost and gradient norms under coarse mesh corresponding to problem (P5)

Now, let ϕ = ϕ◦ + t0λ∗ϕ̃∗ ∈ VΓ where t0 > 0. Then, we obtain the inequality condition

sup
ϕ∈VΓ
ϕ 6=0

b(ϕ, λ)

|||ϕ|||X
>
b(ϕ◦ + t0λ∗ϕ̃∗, λ

◦
+ λ∗)∣∣∣∣∣∣∣∣∣ϕ◦ + t0λ∗ϕ̃∗

∣∣∣∣∣∣∣∣∣
X

=:
N1

N2
. (A.67)
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Fig. 23 Cross comparison of computed shapes under a coarse mesh viewed on the planes xz, yx, and yz (respectively,
left, middle, and right plot) for problem (P6)

Fig. 24 Cross comparison of computed shapes under a finer mesh viewed on the planes xz, yx, and yz (respectively, left,
middle, and right plot) for problem (P6)

Fig. 25 Mesh profiles of the computed optimal shapes obtained via TD (left plot) and CCBM (right plot) for problem
(P6)
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Fig. 26 Stokes’ flow fields and pressure profiles at the initial and final shapes for problem (P6).

For the numerator N1, we have the following computations

N1 = −(∇ ·ϕ◦ , λ
◦
)− (∇ ·ϕ◦ , λ∗)− t0λ∗(∇ · ϕ̃∗, λ

◦
)− t0λ∗(∇ · ϕ̃∗, λ∗)

〈1〉
=
∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣2

Q
− t0λ∗(∇ · ϕ̃∗, λ

◦
)− t0λ∗(∇ · ϕ̃∗, λ∗)

〈2〉
>
∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣2

Q
− t0|λ∗||||ϕ̃∗|||1,Ω

∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣
Q
+ t0|λ∗|2

〈3〉
=
∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣2

Q
− c0t0|λ∗|

∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣
Q
+ t0|λ∗|2, (R+ 3 c0 = |||ϕ̃∗|||1,Ω)

〈4〉
>

(
1− c0t0

2ε0

) ∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣2
Q
+ t0

(
1− ε0c0

2

)
|λ∗|2, (ε0 > 0),

> min

{(
1− c0t0

2ε0

)
, t0

(
1− ε0c0

2

)}(∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣2
Q
+ |λ∗|2

)
=: c1(c0, t0, ε)h(λ) =: c1h(λ).

Here, 〈1〉 is obtained from the fact that ϕ◦ ∈ V
◦
0 and the assumption that −∇ · ϕ◦ = λ

◦
, 〈2〉 follows

from Green’s theorem, together with (A.66), 〈3〉 is due to the assumption that ϕ̃∗ is fixed, so |||ϕ̃∗|||1,Ω
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Fig. 27 Adjoints’ flow fields and pressure profiles at the initial and final shapes for problem (P6).
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Fig. 28 Histories of cost and gradient norms under coarse mesh corresponding to problem (P6)

equates to some constant c0 > 0, while inequality 〈4〉 is obtained because of Peter-Paul inequality13

applied to the product |λ∗|
∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣

Q
.

13Here, of course, ε0 > 0 is chosen such that c1 > 0. For example, this condition holds if we choose ε0 = c−1
0 > 0 and

t0 = εc−1
0 = c−2

0 > 0.
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Let us further estimate below the sum h(λ). Note that

|||λ|||2Q =
∣∣∣∣∣∣∣∣∣λ◦ + λ∗

∣∣∣∣∣∣∣∣∣2
Q
=
∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣2

Q
+ |λ∗|2|Ω|

{
6 max{1, |Ω|}h(λ) =: c−1

2 h(λ)

> min{1, |Ω|}h(λ) =: c−1
3 h(λ).

Thus, there actually exist constants c2, c3 > 0 such that c2|||λ|||2Q 6 h(λ) 6 c3|||λ|||2Q. By these
inequalities, we get an estimate for the numerator in (A.67):

b(ϕ◦ + t0λ∗ϕ̃∗, λ
◦
+ λ∗) > c1c2|||λ|||2Q. (A.68)

For the denominator N2 in (A.67), we have the following estimations

N2 =
∣∣∣∣∣∣∣∣∣T −1

⊥ λ
◦∣∣∣∣∣∣∣∣∣

1,Ω
+ t0c0|λ∗| 6

∥∥T −1
⊥
∥∥

B

∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣
Q
+ t0c0|λ∗|

6
√
2max

{∥∥T −1
⊥
∥∥

B
, t0c0

}(∣∣∣∣∣∣∣∣∣λ◦∣∣∣∣∣∣∣∣∣2
Q
+ |λ∗|2

)1/2

6
√
2c3 max

{∥∥T −1
⊥
∥∥

B
, t0c0

}
|||λ|||Q.

In above, we have used the fact that T −1
⊥ is a bounded linear operator. Accordingly, ‖·‖B denotes the

operator norm for linear operators in B = L (Q
◦
, V
◦
⊥). Combining the above estimate with (A.68), we

finally get

sup
ϕ∈VΓ
ϕ 6=0

b(ϕ, λ)

|||ϕ|||X
>
N1

N2
>

c1c2|||λ|||2Q√
2c3 max

{∥∥T −1
⊥
∥∥

B
, t0c0

}
|||λ|||Q

=: β0|||λ|||Q.

This proves (A.65), and thus (13).

B Computations of some identities
B.1 Expansion of It
We expand the determinant It := det(DTt). Denoting the Kronecker delta function by δij , the Jacobian
of Tt := id+ tθ, θ ∈ Θ1, is given by

DTt = (Mij)16i,j6d, where Mij = δij + t
∂Vi
∂xj

=: δij + tmij , for 1 6 i, j 6 d.

Let Sd be the set of all permutations of Nd := {1, . . . , d} and sgn be the signum of the permutation σ of
Nd (i.e, it is equal to +1 or −1 according to whether the minimum number of transpositions (pairwise
interchanges) necessary to achieve it starting from Nd is even or odd. Moreover, let Id := {σ ∈ Id :
σ(j) = j, j ∈ N ′

d ⊆ Nd} and ι be the identity permutation. By definition of the determinant [51, p. 29],
we have

It =
∑
σ∈Sd

(
sgnσ

d∏
i=1

Miσ(i)

)

=
∑
σ=ι

d∏
i=1

(
1 + t

∂Vi
∂xi

)
+

∑
σ∈Id\{ι}

(
sgnσ

d∏
i=1

Miσ(i)

)
+

∑
σ∈Sd\Id

(
sgnσ

d∏
i=1

Miσ(i)

)
=: S1 + S2 + S3.

Observe that we may write, for some function ρ1 ∈ C0 := C(R, C0,1(U)), the first summand as S1 =
1+ tdiv θ+ t2ρ1(t,θ). In addition, we can write the second sum as t2ρ2(t,θ), for some function ρ2 ∈ C0,
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since each term S2 consists of at least two factors of tmij , i 6= j, i, j ∈ Nd, d ∈ N \ {1}. Meanwhile, all
terms of S3 have factors of the form tmij , i 6= j. So, the sum S3 can be expressed as tdρ∗(θ) which can be
written as t2ρ3(t,θ), for some function ρ3 ∈ C0. All together, we observe that It = 1+ tdiv θ+ t2ρ̃(t,θ),
for some function ρ̃ ∈ C0.

B.2 Derivative of Bt|Mtn|−2

Here we compute the derivative of Bt|Mtn|−2. Let us first recall that Bt = It|Mtn| and Mt =
(DTt)

−>, and B0 = 1 and |M0n| = |idn| = |n| = 1. Then, considering two (column) vectors
a := (a1, . . . , ad)

>,b := (b1, . . . , bd)
> ∈ Rd we have the following computations14

d

dt

(
|a− tb+O(t2)|2

)
=

d∑
i=1

2(ai − tbi +O(t2)) · (−bi +O(t)) = 2(−a · b+O(t)).

Now, note that Mtn = (DTt)
−>n = (id + tDθ)−>n = [id − t(Dθ)> + R̃(t)]n (see (35)), where R̃(t)

is a d × d-matrix and is of order O(t2). Hence, considering (22) and the differentiability of Mtn is
differentiable with respect to t, we derive the subsequent calculations from the earlier computation:

d

dt
|Mtn|2

∣∣∣
t=0

=
d

dt

(
|n− t(Dθ)> + R̃(t)|2

) ∣∣∣
t=0

= −2n · [(Dθ)>n] = −2(Dθn) · n.

Finally, using the derivative d
dtBt

∣∣
t=0

= div θ
∣∣
Σ
− (Dθn) · n, we get

d

dt

(
Bt

|Mtn|2

) ∣∣∣
t=0

=

(
d

dt
Bt

)
|Mtn|2 −Bt

(
d

dt
|Mtn|2

)
|Mtn|4

∣∣∣
t=0

= div θ
∣∣
Σ
+ (Dθn) · n.

C Computation of the shape gradient via chain rule
To validate the expression for the shape gradient, we give below the computation of the expression gΣ
under a C2,1 regularity assumption on the domain, supposing in addition that f ∈ H1

loc(Rd)d, specifically,
we assume f ∈ H1(U)d, where U is a fixed convex bounded open set in Rd such that U ⊃ Ω. We note
that the given regularity guarantees the existence of the material and the shape derivative of the state
and because of this, the shape gradient of the cost can easily be established using Hadamard’s domain
differentiation formula: (see, e.g., [37, Thm. 4.2, p. 483]), [38, eq. (5.12), Thm. 5.2.2, p. 194] or [41, eq.
(2.168), p. 113]): {

d

dt

∫
Ωt

f(t, x) dxt

}∣∣∣∣
t=0

=

∫
Ω

∂

∂t
f(0, x) dx+

∫
∂Ω

f(0, σ)θn dσ (C.69)

(of course, with the assumption that the perturbation of Ω preserves its regularity).

Next, we restate Theorem 3.4, but with higher regularity assumption.

Theorem C.1. Let Ω ∈ C2,1 and θ ∈ Θ2. Then, the shape derivative of J at Ω along θ is given by
dJ(Ω)[θ] =

∫
Σ
gΣθn dσ, where gΣ is the expression in (26).

Before we prove the above theorem, we briefly prepare the following lemmata which will be useful in
the derivation of the shape derivative.

Lemma C.2. Let Ω ∈ Θ2 and n be the outward unit normal to Σ. Then, it holds that Dñn =
(Dñ)>n = (∇ñ)n = 0 on Σ, where ñ is a unitary C1 extension of the outward unit normal vector n to Σ.

14Here, the expression O(t) represents a generic remainder term.
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Throughout the rest of this appendix, we will write the operator ∂

∂xj
simply as ∂j .

Proof. Because Ω is C2,1 regular, then by Proposition 5.4.8 of [38, p. 218] (see also [52, Lem. 16.1, p.
390]), there exists a C1 unitary extension ñ := (ñ1, . . . , ñd)

>15 of n. So, in an open neighborhood of Σ,
we have |ñ|2 = 〈ñ, ñ〉 = 1. Thus, for each j = 1, . . . , d, we have ∂j(|ñ|2) = ∂j

(
ñ2i
)
= 2ñi∂j ñi = 0, or

equivalently,
∇(|ñ|2) = ∇

(
ñ2i
)
= 2ñi∇ñi = 2ñi (∂j ñiej) = 0, (C.70)

where ej := (

j︷ ︸︸ ︷
0, . . . , 0, 1, 0, . . . , 0)> ∈ Rd is the jth vector of the canonical basis in Rd. So, we

have (Dñ)>ñ = (∂kñiñj) ek. Comparing this with equation (C.70), we deduce that 〈(Dñ)n,n〉 =
〈n, (Dñ)>n〉 = 0 on Γ from which we infer the conclusion.

Remark C.3. In light of the previous lemma, and recalling the definition of the tangential Jacobian
matrix from Definition 3.1, we see that for the C1 unitary extension ñ of n, we clearly have the identity
Dñ
∣∣
Σ
= Dn = DΣn = (DΣn)

> (refer to [37, eq. (5.17) – (5.19), p. 497] for the last equation).

Lemma C.4. Let Ω ∈ Θ2 and n be the outward unit normal to Σ. Then, for the solution u of (7), we
have ∂n(u · n) = ∂nu · n on Σ.

Proof. Firstly, we note that ∂nnj = n>∇njnk∂knj . Moreover, from the proof of the previous lemma,
we know that (Dñ)ñ = (∂j ñkñj) ek = 0 from which it can be deduced that nj∂jnk = 0 on Σ, for all
k = 1, . . . , d. In addition, we have the following identity

∂nu · n = (Du)n · n = (∂juknj) ek · niei = (∂juknj)nk. (C.71)

Here, we have used the identity ei · ej = δij and δij is the Kronecker delta function. Thus, we get the
equation ∂n(u · n) = ∂n(uknk) = (∂nuknk + uk∂nnk) = (nj∂juk)nk. The desired identity then follows
by comparing the previous equation with (C.71).

Lemma C.5. Let Ω ∈ Θ2 and n be the outward unit normal to Σ. Then, for the solution u of (7), we
have ∂n[(u · n)n] = (∂nu · n)n on Σ.

Proof. Let ñ be the C1 extension of n as before and denote b = añ := (uiñi) ñ with b := (b1, . . . , bd) =
(añ1, . . . , añd). Note that

(Db)ñ = (∂jbkñj) ek. (C.72)
Moreover, we have the identity ∂jbk = ∂j(añk) = (∂juiñi + ui∂j ñi)ñk + (uiñi)∂j ñk. Inserting this
expression to (C.72), and then applying Lemma C.4, we get

(Db)ñ = ([(∂juiñi) ñk] ñj) ek + ([(uiñi) ∂j ñk] ñj) ek

= (Duñ · n) ñkek + un (∂j ñkñj) ek = (Duñ · ñ) ñ.

Thus, we have ∂n[(u · n)n] = [∂n(u · n)]n on Σ, as desired.

15The same is used in Lemma C.4 and Lemma C.5.
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Proof of Proposition C.1. Let us assume that Ω is of class C2,1 and θ ∈ Θ2. Using classical regularity
theory, we have ur, ui ∈ H3(Ω)d and pr, pi ∈ H2(Ω). Because we have sufficient regularity for u, p, Ω,
and θ, then we can apply formula (C.69) to obtain – noting that θ = 0 on Γ – the derivative

dJ(Ω)[θ] =

∫
Ω

(ui · u′
i + pip

′
i) dx+

1

2

∫
Σ

(
|ui|2 + |pi|2

)
θn dσ =: I1 + I2. (C.73)

Hereafter, we proceed in four steps:

Step 1. We establish the strong form of the shape derivatives u′ and p′ which is characterized by the
complex PDE system (C.78).

Step 2. We prove the differentiability of J(Ω) in the direction of (δũ, δp̃) ∈ X ×Q.

Step 3. We justify the structure of the adjoint system (27).

Step 4. We obtain the expression for the shape gradient via the adjoint method.

Step 1. We recall the variational equation (11). Because Ω, u, p, and θ are regular enough, then the
solution (u, p) ∈ X ×Q is shape differentiable and we can differentiate (11) (formally) to get∫

Ω

α∇u′ : ∇ψ dx+ i

∫
Σ

(u′ · n)ψn dσ −
∫
Ω

p′(∇ ·ψ) dx−
∫
Ω

λ̄(∇ · u′) dx

= −
∫
Σ

α(∇u : ∇ψ − p(∇ ·ψ))θn dσ − i

∫
Σ

u · n′ψn dσ − i

∫
Σ

unψ · n′ dσ

− i

∫
Σ

[
∂

∂n
((un)n) + κunn

]
·ψθn dσ +

∫
Σ

f ·ψθn dσ,

(C.74)

where the shape derivative n′ of the normal vector n is given by n′ = −∇Σθn (see part of the proof of
Proposition 5.4.14 in [38, p. 222] for this identity).

From the previous equation we can derive a BVP for (u′, p′). Namely, choosing ψ ∈ C∞
0 (Ω)d and

λ ∈ C∞
0 (Ω)16 reveals that (via IBP)

−α∆u′ +∇p′ = 0 in Ω and ∇ · u′ = 0 in Ω, (C.75)

which hold in the distributional sense. That is, we have obtained the first equation above from

〈−α∆u′ +∇p′,ψ〉[C∞
0 (Ω)d]′,C∞

0 (Ω)d =

∫
Ω

(
α∇u′ : ∇ψ − p′(∇ ·ψ)

)
dx = 0,

and the second one from a similar argument, i.e., we check that ∇ · u′ = 0 in [C∞
0 (Ω)d]′.

Meanwhile, because θ ∈ Θ2, i.e., θ vanishes on Γ, the boundary condition on Γ satisfied by u′ easily
follows. That is, we have u′ = 0 on Γ.

To proceed further, we underline here that Ω ∈ C2,1, and since we have that (u, p) ∈ H3(Ω)d ×H2(Ω),
we know that ∇u′ ∈ L2(Ω)d×d and ∇p′ ∈ L2(Ω)d.

We next exhibit the boundary condition on Σ. We choose17 ϕ ∈ C∞(Σ)d and µ ∈ C∞(Σ). Accordingly,
we can find an extension ψ ∈ C∞(Ω)d and λ ∈ C∞(Ω) such that ψ

∣∣
Σ
= ϕ and λ

∣∣
Σ
= µ, and ∂nψ

∣∣
Σ
= 0

16For clarity, we mention here that there is slight abuse of notations. Specifically, ψ ∈ C∞
0 (Ω)d and λ ∈ C∞

0 (Ω) means that
ψr,ψi ∈ C∞

0 (Ω)d and λr, λi ∈ C∞
0 (Ω) where C∞

0 (Ω)d and C∞
0 (Ω) denotes the usual space of infinitely differentiable (vector-valued

and scalar-valued) functions, respectively.
17Here we choose a test function ψ ∈ H2(Ω)d, and because Ω ∈ C2,1, it follows that – by Stein’s extension theorem [53, Thm.

5.24, p. 154] – we can construct an extension of ψ in H2(Rd)d (still denoted by ψ).
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and ∂nλ
∣∣
Σ
= 0. Applying IBP on the left hand side of (C.74) and using (C.75), we get∫

Σ

[α∂nu
′ + i(u′ · n)n− p′n] ·ψ dσ

= −
∫
Σ

[
α∇u : ∇ψ − p(∇ ·ψ)

]
θn dσ +

∫
Σ

B1[θn] ·ψ dσ,

where B1[θn] := −i[(u · n′)n + unn
′] − i [∂n(unn) + κunn] θn + fθn. At this juncture, let us recall the

definition of tangential gradient and divergence from subsection 3.2, to deduce the identity∫
Σ

p∇ ·ψθn dσ =

∫
Σ

[
p divΣψ + ∂nψ · (pn)

]
θn dσ,

and make use of the identities (∂nu⊗ n) : (∂nψ ⊗ n) = ∂nu · ∂nψ and ∇u : (∂nψ ⊗ n) = ∂nu · ∂nψ =
∇ψ : (∂nu⊗ n) (cf. equation in remark found in [41, p. 87]) to obtain

∇u : ∇ψ = ∇Σu : ∇Σψ + ∂nu · ∂nψ.

Using the tangential Green’s formula and applying IBP on Σ, we can write∫
Σ

pθn divΣψ dσ =

∫
Σ

[κpθnn−∇Σ(pθn)] ·ψ dσ =:

∫
Σ

B2[θn] ·ψ dσ, (C.76)

−
∫
Σ

α(∇Σu : ∇Σψ)θn dσ =

∫
Σ

ψ · {divΣ [α(∇Σu)θn]− [ακ(∇Σu)θnn]} dσ

=

∫
Σ

ψ · {divΣ [α(∇Σu)θn]} dσ =:

∫
Σ

ψ ·B3[θn] dσ,

where the last equality is due to the fact that ∇Σun = 0. Using these identities, together with the fact
that −α∂nu+ pn = iunn and ∂nψ = 0 on Σ, we get∫

Σ

(α∂nu
′ + i(u′ · n)n− p′n) ·ψ dσ

= −
∫
Σ

α(∇Σu : ∇Σψ − p(∇Σ ·ψ))θn dσ + i

∫
Σ

unnθn · ∂nψ dσ +

∫
Σ

B1 ·ψ dσ

=

∫
Σ

B[θn] ·ψ dσ,

where

B[θn] := B1[θn] +B2[θn] +B3[θn]

= {−i[(u · n′)n+ unn
′]− i [∂n(unn) + κunn] θn + fθn}

+ {κpθnn−∇Σ(pθn)}+ {divΣ [α(∇Σu)θn]}
= fθn −∇Σ(pθn) + divΣ [α(∇Σu)θn] + i [(u · ∇Σθn)n+ un∇Σθn]

− [i (∂nun)n+ iκunn− κpn] θn,

where the latter equation follows from Lemma C.5 and the formula n′ = −∇Σθn.

We underline here that B[θn] ∈ H1/2(Σ)d. Indeed, since Ω is of class C2,1, the normal vector n is
C1,1(Nε) regular and κ ∈ C0,1(Nε) ⊂ W 1,∞(Nε) ⊂ H1(Nε), where Nε is a small neighborhood of ∂Ω
[37, Sec. 7.8]. Therefore, (using the density in L2(Ω)d of the traces on Σ of functions in H2(Ω)d) we get

α∂nu
′ + i(u′ · n)n− p′n = B[θn], on Σ.
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In the following lines, we simplify the expression B[θn] by utilizing identities from Lemma 3.2 and
the definitions of tangential operators, including the Laplace-Beltrami operator and its decomposition
∆ϕ = ∆Σϕ+ κDϕn+D2ϕn ·n (see, e.g., [37, p. 28] or [38, Prop. 5.4.12, eq. (5.59), p. 220]). Also, we
note that, in Ω, we have −α∆u+∇p = f . So, we get the following equations on Σ:

∇Σ(pθn) = θn∇Σp+ p∇Σ(θn),

divΣ(α∇Σuθn) = −θn(f + κ∂nu+ ∂2nnu−∇p) + α∇u∇Σθn.

Because pn− α∂nu = iunn on Σ, the latter equation further implies that

κpnθn + [fθn + divΣ(α∇Σuθn)] = κpnθn +
[
−θn(κ∂nu+ ∂2nnu−∇p) + α∇u∇Σθn

]
= iκunnθn − θn(∂

2
nnu−∇p) + α∇u∇Σθn.

These computations, together with Lemma C.5 and the identities18

∇p−∇Σp = ∂npn,

∇Σθn · u− θn(Dun · n) = ∇Σθn · u+ θn divΣ u

= divΣ(θnu),

on Σ, lead us to conclude that B[θn] can be written equivalently as follows:

B[θn] = fθn −∇Σ(pθn) + divΣ [α(∇Σu)θn] + idivΣ(θnu)n+ iun∇Σθn

+ κ(pn− iunn)θn

= [α∇u+ (un − p)id]∇Σθn −
[
−∂npn+ ∂2nnu+ i∂n(un)n

]
θn

− i (u · ∇Σθn)n.

(C.77)

In summary, the shape derivative (u′, p′) of (u, p) which solves equation (7) is given by
−α∆u′ +∇p′ = 0 in Ω,

∇ · u′ = 0 in Ω,

u′ = 0 on Γ,

−p′n+ α∂nu
′ + i(u′ · n)n = B[θn] on Σ.

(C.78)

Step 2. Because we have sufficient regularity on the unknowns, the derivatives (see [37, Chap. 2, Sec.

2]) J ′(Ω)δũ and J ′(Ω)δp̃ exist and are easily computed as

J ′(Ω)δũ =

∫
Ω

ui · δũ dx and J ′(Ω)δp̃ =

∫
Ω

piδp̃ dx.

Step 3. Now, to derive and justify the structure of the adjoint system (27), we let x̄ := (u, p) ∈ X :=
X ×Q, ξ := (ψ, µ) ∈ X , ȳ := (v, q) ∈ X , and define the operator Ex̄(x̄,Ω)ξ ∈ L (X,X∗) such that (cf.
(28))

〈Ex̄(x̄,Ω)ξ, ȳ〉X∗,X := ã(ψ,v) + b(v, µ) + b(ψ, q).

This operator is bijective if and only if for every ϕ ∈ X∗ and λ ∈ Q∗, there exists a unique solution
ȳ := (v, q) ∈ X to the variational equation (cf. (29))

〈Ex̄(x̄,Ω)ξ, ȳ〉X∗,X = (ϕ,ψ) + (µ, λ),

18Since divu = 0, then by the definition of the tangential divergence of a vector function, see Definition 3.1, we actually have
divΣ u = −(Dun · n) on Σ.
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for all ξ ∈ X . The existence of a unique solution to this equation – with ϕ = ui ∈ VΓ and λ = pi ∈ Q –
can be established using similar arguments issued for the well-posedness of the state problem (7) (see
subsection 2.2). So, we omit the details.

Now, since (u, p) ∈ (VΓ ×Q)∩ (H3(Ω)d ×H2(Ω)), then by the previous step together with Remark 3.5,
there is a unique adjoint state (v, q) ∈ (VΓ ×Q) ∩ (H3(Ω)d ×H2(Ω)) which satisfies (29). By standard
arguments as in Step 1 – applying IBP and/or Green’s formula – we recover (27).

Step 4. For the final step, we will write the shape derivative of J given by (C.73) via the adjoint method
– eliminating the shape derivative of the states u′ and p′ appearing in I1. To do this, let us first consider
the weak formulation of (C.78): find (u′, p′) ∈ VΓ ×Q such thata(u′,ϕ) + b(ϕ, p′) =

∫
Σ

B[θn] ·ϕ dσ, ∀ϕ ∈ VΓ,

b(u′, λ) = 0, ∀λ ∈ Q.
(C.79)

Following similar arguments carried out in subsection 2.2, the existence of weak solution to the above
problem is a consequence of the complex version of the Lax-Milgram lemma [36, Thm. 1, p. 376] (see
also [54, Lem. 2.1.51, p. 40]).

Now, by taking (ϕ, λ) = (v, q) ∈ VΓ ×Q, we get

a(u′,v) + b(v, p′) =

∫
Σ

B[θn] · v dσ and b(u′, q) = 0.

On the other hand, let us take (ψ, µ) = (u′, p′) ∈ VΓ ×Q in the variational equation (29) of the adjoint
system (27). This lead us to

ã(v,u′) + b(u′, q) = F̃ (u′) and b(v, p′) = (p′, pi).

Taking the complex conjugate of both sides of the equations above, and then combining it with the
previous two, yields the following identity∫

Ω

(ui · u′ + pip
′) dx =

∫
Σ

B[θn] · v dσ.

Comparing the imaginary parts of both sides of the above equation gives us

I1 =

∫
Ω

(ui · u′
i + pip

′
i) dx = =

{∫
Ω

(ui · u′ + pip
′) dx

}
= =

{∫
Σ

B[θn] · v dσ
}
.

Adding this to I2 then concludes the proof.
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